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#### Abstract

Gradient descent and other first-order methods have been extensively used in deep learning. They can find solutions with not only low training error, but also low test error. This motivates the study of the implicit bias of training algorithms such as gradient descent, meaning we want to understand what special properties are satisfied by gradient descent solutions that lead to good generalization. In this thesis, we focus on gradient descent and its derivatives, show test error bounds and characterize the implicit biases.

In detail, for linear classifiers, we consider both the separable setting and nonseparable setting. In the separable case, we first give an $1 / t$ test error bound for stochastic gradient descent. Then for gradient descent, we present a primal-dual framework to analyze its implicit bias, which leads to fast margin maximization algorithms. While the previous results mostly require exponentially-tailed losses, we also show that for general decreasing losses, the implicit bias can still be characterized in terms of the regularization path. In the nonseparable case, we design a nearly-optimal algorithm by combining logistic regression and perceptron. We also characterize the implicit bias of gradient descent via a unique decomposition of the training set.

For neural networks, we first provide test error bounds for shallow ReLU networks, using the recent idea of neural tangent kernel, but only requiring a mild overparameterization. Then we show implicit bias results for deep linear networks and deep homogeneous networks, in the form of alignment properties.
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## Chapter 1: Introduction

In recent years, deep learning has achieved great empirical success in many areas, such as computer vision (e.g., ResNet [1]), natural language processing (e.g., Transformer [2]), and deep reinforcement learning (e.g., AlphaGo [3]). However, there are still fundamental questions not fully answered: why are optimization and generalization feasible in deep learning? To give some background, we first introduce the notions of optimization and generalization on a simple but typical setting in machine learning: suppose we have a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ where each $x_{i}$ represents an image of either a table or chair, and $y_{i} \in\{-1,+1\}$ represents the label where -1 denotes a table and +1 denotes a chair. Now the high-level goal of machine learning is to learn useful patterns from the training set, which further consists of optimization and generalization. The problem of optimization means that we want to train a model or function $f$, such that for most training examples, it holds that $f\left(x_{i}\right)=y_{i}$. On the other hand, we also need to consider generalization, meaning we also want our model to make good predictions on some unseen data. For example, if we train a model on a training set of tables and chairs, we also want our model to be able to distinguish tables from chairs on some future inputs.

Optimization is well-understood for convex objective functions; on the other hand, there exists a simple nonconvex function that requires exponential time to optimize [4, Theorem 1.1.2]. In deep learning, the training objective is usually highly nonconvex, but gradientbased algorithms such as stochastic gradient descent (SGD) [5] and Adam [6] can usually still obtain a high training accuracy despite nonconvexity. In recent years, a lot of progress has been made to explain the feasibility of training in deep learning, but these prior results also have different kinds of limitation, and a deeper analysis is still required.

Generalization for neural networks has also been studied for a long time. However, recently people have noticed that existing results are not enough to explain practical success of deep networks. For example, a classical tool to analyze generalization is the VC-dimension, which has also been applied to neural networks [7]. Specifically, if the network can only represent a limited number of sign patterns, then the VC-dimension analysis can rigorously ensure good generalization. However, it has been found in practice that neural networks can even fit random signs [8], suggesting that the VC theory may not be enough to explain the strong generalization performance of neural networks in practice, and thus a more fine-grained analysis is needed.

In this thesis, we try to answer the above questions by analyzing optimization and generalization simultaneously. The motivation is that, certain training algorithms such as SGD can
usually find a solution that can not only fit the training data, but also have good generalization [8]. Motivated by this, we try to study the implicit bias of training algorithms including SGD, i.e., to characterize some special properties of the SGD solution, which may further be used to prove good generalization bounds and make the model more interpretable. On the other hand, as we will see below, the study of implicit bias also leads to finer optimization analyses, which can be useful in understanding the feasibility of training in deep learning.

In the remaining parts of the introduction, we first introduce the problem setup and some common notation, and then give a summary of our results that will be discussed in this thesis. Detailed theorem statements and proofs, along with comparisons with many related works, will be given in following sections.

### 1.1 NOTATION AND PROBLEM SETUP

In this section, we first introduce some general notation that will be used throughout this thesis, then give a formal description of the problem setup.

Let $\mathbb{1}_{A}$ denote the indicator of an event $A$, i.e., $\mathbb{1}_{A}=1$ when $A$ happens, and $\mathbb{1}_{A}=0$ when $A$ does not happen. Given a convex set $C$, let $\iota_{C}$ denote the indicator function, i.e., $\iota_{C}(x)=0$ if $x \in C$, and $\iota_{C}(x)=\infty$ if $x \notin C$.

A real-valued differentiable function $f$ is called $\beta$-smooth with respect to norm $\|\cdot\|$ if its gradient is $\beta$-Lipschitz continuous with respect to norm $\|\cdot\|$; formally, for any $x, x^{\prime}$ in its domain, we have $\left\|\nabla f(x)-\nabla f\left(x^{\prime}\right)\right\|_{*} \leq \beta\left\|x-x^{\prime}\right\|$, where $\|\cdot\|_{*}$ denotes the dual norm of $\|\cdot\|$. In particular, this implies [9, Lemma 3.4]

$$
\left|f\left(x^{\prime}\right)-f(x)-\left\langle\nabla f(x), x^{\prime}-x\right\rangle\right| \leq \frac{\beta}{2}\left\|x-x^{\prime}\right\|^{2} .
$$

Next we give the problem setup. In this thesis, we consider a binary classification problem, as described below. Without loss of generality, we suppose the inputs or feature vectors are from $\mathbb{R}^{d}$, while the label is either -1 or +1 , denoting two classes. For example, each input may be an image of a table or chair, and if the input is a table, its label is -1 , otherwise its label is +1 . In the following, we often deal with a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ which consists of $n$ training examples, and we assume they are identically and independently sampled from an underlying data distribution $P$ over $\mathbb{R}^{d} \times\{-1,+1\}$. Informally, our goal is to learn a model or function based on the training set, which can map the input feature vector to the correct label as much as possible, on both the training set and the distribution $P$. Below we give a formal description of this problem.

The model will be denoted by a real-valued function $f(x ; w)$ in general, where $x$ denotes the
input feature vector and $w$ denotes the weight or parameter vector. Given a feature vector $x$, to make a prediction, we simply use the sign of the output of the model $\operatorname{sign}(f(x ; w))$. In this thesis, we will consider either a linear classifier $f_{\text {lin }}(x ; w):=\langle w, x\rangle$, or a neural network as described below. An $L$-layer neural network consists of the following parts: (i) $L$ weight matrices $W_{L}, \ldots, W_{1}$, where $W_{k} \in \mathbb{R}^{d_{k} \times d_{k-1}}$; (ii) $L$ bias vectors $b_{L}, \ldots, b_{1}$, where $b_{k} \in \mathbb{R}^{d_{k}}$; (iii) an activation function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$. Given an input $x \in \mathbb{R}^{d_{0}}$, let $x_{0}:=0$, then for each $1 \leq k \leq L-1$, the neural network computes $x_{k}:=\sigma\left(W_{k} x_{k-1}+b_{k}\right)$, where $\sigma$ is applied to each coordinate. The final output is given by $W_{L} x_{L-1}+b_{L}$. The network defined above can be described compactly as below:

$$
f_{\mathrm{nn}}(x ; w):=W_{L} \sigma\left(W_{L-1} \sigma\left(\cdots \sigma\left(W_{1} x+b_{1}\right) \cdots\right)+b_{L-1}\right)+b_{L}
$$

where $w$ includes all parameters $W_{1}, \ldots, W_{L}, b_{1}, \ldots, b_{L}$.
We will focus on the risk minimization framework. Given a decreasing loss function $\ell: \mathbb{R} \rightarrow \mathbb{R}$, the population risk and empirical risk of $w$ are given by

$$
\begin{equation*}
\mathcal{R}(w):=\mathbb{E}_{(x, y) \sim P}[\ell(y f(x ; w))], \quad \text { and } \quad \widehat{\mathcal{R}}(w):=\frac{1}{n} \sum_{i=1}^{n} \ell\left(y_{i} f\left(x_{i} ; w\right)\right) \tag{1.1}
\end{equation*}
$$

The following quantities will also be useful in our analysis:

$$
\begin{equation*}
\mathcal{Q}(w):=\mathbb{E}_{(x, y) \sim P}\left[-\ell^{\prime}(y f(x ; w))\right], \quad \text { and } \quad \widehat{\mathcal{Q}}(w):=\frac{1}{n} \sum_{i=1}^{n}-\ell^{\prime}\left(y_{i} f\left(x_{i} ; w\right)\right) \tag{1.2}
\end{equation*}
$$

where $\ell^{\prime}$ denotes the derivative of $\ell$. The problem of optimization is usually just to minimize $\widehat{\mathcal{R}}$; note that since $\ell$ is decreasing, by minimizing $\widehat{\mathcal{R}}$, we effectively try to force $y_{i}$ and $f\left(x_{i}\right)$ to have the same sign. On the other hand, to show that our model also generalizes well, we will prove upper bounds on $\mathcal{R}$.

Here are some examples of decreasing loss functions:

- The logistic $\operatorname{loss} \ell_{\log }(z):=\ln \left(1+e^{-z}\right):$ widely-used in practice.
- The hinge loss $\ell_{\mathrm{h}}(z):=\max \{-z+1,0\}:$ also widely-used in practice.
- The exponential loss $\ell_{\exp }(z):=e^{-z}$ : this one is rarely used in practice, but it will allow for a clean implicit-bias analysis.
- The ReLU loss $\ell_{\mathrm{r}}(z):=\max \{-z, 0\}$ : this one is sometimes also called the hinge loss; we call it the ReLU loss to distinguish it from the previous one. Note that with the ReLU
loss, 0 is a global minimizer of the risk function, and it may seem that no optimization is needed. However, by letting $\ell_{\mathrm{r}}^{\prime}(0)=-1$ (cf. Section 2.1) or by choosing a special domain (cf. Section 3.1), we can also obtain efficient algorithms with the ReLU loss.

Moreover, let $\ell_{0-1}(z):=\mathbb{1}_{z \leq 0}$ denote the zero-one loss, we will often try to derive bounds on the population zero-one risk, or test misclassification error

$$
\mathcal{R}_{0-1}(w):=\mathbb{E}_{(x, y) \sim P}\left[\ell_{0-1}(y f(x ; w))\right]=\operatorname{Pr}_{(x, y) \sim P}(y \neq \operatorname{sign}(f(x ; w))) .
$$

The most basic algorithms we will study are gradient descent (GD) and stochastic gradient descent (SGD). For both algorithms, we start from some properly-chosen initialization $w_{0}$. For GD, we will work with a training set and the corresponding empirical risk, and let

$$
w_{t+1}:=\Pi_{D}\left[w_{t}-\eta_{t} \nabla \widehat{\mathcal{R}}\left(w_{t}\right)\right]
$$

where $\eta_{t}$ is the learning rate or step size at step $t$, and $D$ is the domain of optimization. In most cases in this thesis, we simply let $D=\mathbb{R}^{d}$ (i.e., no projection), but in certain cases a carefully-chosen $D$ can allow for an efficient algorithm (cf. Section 3.1). For GD, we can either prove a bound on the empirical risk $\widehat{\mathcal{R}}\left(w_{t}\right)$, or study if the GD iterates $w_{t}$ converge to a global minimizer, or even prove a test misclassification error bound $\mathcal{R}_{0-1}\left(w_{t}\right)$ using a generalization analysis. For SGD, we sample a new data example $\left(x_{t}, y_{t}\right)$ at step $t$, and let

$$
w_{t+1}:=\Pi_{D}\left[w_{t}-\eta_{t} \ell^{\prime}\left(y_{t} f\left(x_{t} ; w_{t}\right)\right) \nabla_{w} f\left(x_{t} ; w_{t}\right)\right] .
$$

We usually directly prove a test error bound $\mathcal{R}_{0-1}\left(w_{t}\right)$ for SGD. Based on our understanding of GD and SGD, we will also design more efficient algorithms in different settings (cf. Sections 2.3 and 3.1.

Sometimes we also consider gradient flow, defined as a solution to the differential equation

$$
\frac{\mathrm{d} w_{t}}{\mathrm{~d} t}=-\nabla \widehat{\mathcal{R}}\left(w_{t}\right)
$$

In other words, gradient flow can be viewed as gradient descent with infinitesimal learning rates. A gradient flow may not exist if $\widehat{\mathcal{R}}$ is not smooth enough, but in this thesis we will not spend too much effort on such technical details; instead, we use gradient flow mainly to simplify the analysis and highlight the key proof ideas, particularly when dealing with deep networks. Moreover, many of our results can also be extended to the gradient descent case with sufficiently small learning rates.

### 1.2 SUMMARY OF RESULTS

In this section, we give a brief summary of the results that will be covered in this thesis. We will consider both linear classifiers and neural networks, and try to show test error bounds and characterize implicit biases.

### 1.2.1 Linear classifiers

For simplicity, we start our analysis from linear classifiers: the input $x$ is mapped to $\langle w, x\rangle$, where $w$ denotes the weight vector. Linear classifiers have been studied for a long time, but we still provide some novel results and analyses as detailed below; moreover, these ideas can also be useful when analyzing neural networks.

Roughly speaking, we will consider two cases: the separable case and nonseparable case. We discuss them separately below.

Separable case. The separability assumption can be made on either the training set or the data distribution $P$. Given a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, separability means that there exists a linear classifier $u$ such that $y_{i}\left\langle u, x_{i}\right\rangle>0$ for all $1 \leq i \leq n$. In other words, there exists a ground-truth solution that can give the correct label on all training examples. Similarly, given the underlying data distribution $P$, we can assume a stronger separability condition: there exists $u$ such that for almost all $(x, y) \sim P$, it holds that $y\langle u, x\rangle>0$. In this thesis, we will give test error bounds under the distributional separability assumption, and further give finer characterizations of the implicit bias of GD with a separable training set.

A central notion in the analysis of separable case is margin: with a separable training set, given a ground-truth solution $u$, its margin $\gamma$ is given by $\gamma:=\min _{1 \leq i \leq n} y_{i}\left\langle u, x_{i}\right\rangle>0$. Similarly, in the distributional setting, the exact separability assumption we will make also includes a concrete margin: there exists $u$ and $\gamma>0$ such that $y\langle u, x\rangle \geq \gamma$ almost surely. Intuitively, after a proper normalization (e.g., after ensuring $\|u\|_{2}=1$ ), the larger the margin is, the easier the problem is; indeed, margin has been used in the design and analysis of many machine learning algorithms, such as Perceptron [10], SVM [11], Boosting [12], and neural networks [13].

Chapter 2 focuses on linear classifiers under the separable case. First, if the data distribution $P$ can be separated with margin $\gamma$, Theorem 2.1 proves an $\widetilde{O}\left(\frac{1}{\gamma^{2} t}\right)$ test misclassification error bound for SGD with the logistic loss, based on results from [14]. The analysis can handle constant learning rate, thus giving the $\widetilde{O}(1 / t)$ test error bound. The only prior $\widetilde{O}(1 / t)$ rate requires strong convexity [15], which unfortunately does not hold in our setting: the rea-
son is that we consider an unbounded domain $\mathbb{R}^{d}$ on which the risk function is not strongly convex, since we use the logistic loss which is not strongly convex on $\mathbb{R}$.

On the other hand, if we focus on a linearly separable training set, we can provide finer characterizations of the implicit bias of GD: more exactly, we want to know what properties are satisfied by GD solutions that lead to good generalization, and if possible, we also want to characterize the limit of the GD iterates. Previously, [16] proved that GD with the logistic loss converges to the $\ell_{2}$ maximum-margin solution. In a parallel work [17], we also show margin maximization using a different proof technique based on [18]. However, these prior results do not give the fastest possible rate. In Section 2.2, we develop a primal-dual framework to analyze the implicit bias based on [19]: we show that GD on the original problem induces a mirror descent update on a dual problem, whose optimum is exactly given by the maximum margin, thus giving a natural interpretation of the implicit bias phenomenon. This framework also allows us to give faster analyses and algorithms for the following margin maximization problem:

$$
\begin{equation*}
\max _{\|w\|_{2} \leq 1} \min _{1 \leq i \leq n} y_{i}\left\langle w, x_{i}\right\rangle . \tag{1.3}
\end{equation*}
$$

First of all, we show a fast $O(1 / t)$ margin maximization rate for GD (cf. Theorem 2.3). Furthermore, motivated by the primal-dual framework, we design a momentum-style margin maximization algorithm that has an even faster $\widetilde{O}\left(1 / t^{2}\right)$ rate (cf. Theorem 2.5), which is based on [20]. Prior first-order methods mostly have rate $O(1 / \sqrt{t})$; for example, we can apply gradient ascent to eq. (1.3) (we use ascent since we need to maximize a concave function); this is the batch perceptron algorithm [21], and its rate is $O(1 / \sqrt{t})$. On the other hand, we may also apply the ellipsoid method to eq. (1.3); to ensure an additive error of $\epsilon$, the ellipsoid method needs $O\left(d^{2} \ln (1 / \epsilon)\right)$ iterations, while our momentum-style method needs $O(1 / \sqrt{\epsilon})$ iterations. Therefore, for $\epsilon \geq 1 / \operatorname{poly}(d)$, our method is faster. More related work is discussed in Section 2.2.

The above implicit bias results all require a loss function with an exponential tail (e.g., the exponential loss or logistic loss); in Section 2.4, we further show that even for general decreasing losses, the implicit bias of GD can be characterized in terms of the regularization path (cf. Theorems 2.7 and 2.8). This section is based on [22.

Nonseparable case. Next we consider a general nonseparable setting.
In the distributional setting, we assume the optimal test misclassification error that can be obtained by linear classifiers is given by OPT $>0$, and we let $\bar{u}$ denote the optimal linear classifier. Our goal is to find a solution that can compete with $\bar{u}$. Previous state-of-
the-art algorithms can reach a test error bound of $C$. OPT for some universal constant $C$ [23, 24], but their algorithms are complicated. On the other hand, since logistic regression is one of the most fundamental algorithms in machine learning, it is natural to try to apply it to this problem; however, previously only an $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound was known [25]. In Section 3.1, we first provide a lower bound of $\Omega(\sqrt{\mathrm{OPT}})$ for logistic regression (cf. Theorem 3.1], thus matching the upper bound in [25]. Moreover, we also show that we can overcome this lower bound, simply by first running logistic regression and then applying the Perceptron algorithm with a restricted domain and a warm start; this algorithm is very simple, and can reach an $\widetilde{O}(\mathrm{OPT})$ upper bound (cf. Theorem 3.2). This section is based on [26].

Next in Section 3.2, we consider a general training set (i.e., we do not make any assumption on the training set) and characterize the implicit bias of GD. First, we show that the training set can be uniquely decomposed into two parts: a maximal linearly separable part, and the remaining part which induces a strongly-convex optimization problem (cf. Theorem 3.3). We also show that, with no prior knowledge of this decomposition, GD can find the correct implicit bias over the parts: on the strongly convex part, GD finds the unique optimizer, while on the maximal linearly separable part, GD converges in direction to the maximummargin classifier that is orthogonal to the strongly convex part (cf. Theorem 3.5). This section is based on [17].

### 1.2.2 Neural networks

Next we turn to neural networks. In this thesis, we will focus on the case where the data can be separated by a neural network, since in practice neural networks can often achieve $100 \%$ training accuracies; however it is also interesting to consider the nonseparable case, and we have also started considering this setting in [27].

Two-layer ReLU networks. We start our analysis from (wide) two-layer ReLU networks, using the idea of the neural tangent kernel (NTK) [28]. Formally, let $W \in \mathbb{R}^{m \times d}$ denote the first weight matrix, and $a \in \mathbb{R}^{m}$ denote the second weight matrix, the network outputs $f(x ; W):=a^{\top} \max \{W x, 0\}$ where the max operator is applied to each coordinate. For simplicity, we fix $a$ and only train $W$, but our ideas can also be applied to the deep case [29]. We also let $\nabla f(x ; W) \in \mathbb{R}^{m \times d}$ denote the gradient of the network with respect to the weight matrix $W$.

The idea of an NTK analysis is that, if the network is wide enough, then (i) we can already fit the training data using the random features $\nabla f\left(x_{i} ; W_{0}\right)$ given by a wide network at random
initialization $W_{0}$, and (ii) during the GD process, these features stay roughly unchanged, i.e., $\nabla f\left(x_{i} ; W_{t}\right) \approx \nabla f\left(x_{i} ; W_{0}\right)$. In other words, the analysis of GD on a nonlinear network can be approximated by the analysis of GD on a linear model (on a high-dimensional space $\left.\mathbb{R}^{m \times d}\right)$. The latter GD process is easier to analyze due to convexity, and the approximation error can be shown to be small if the network is wide enough. An empirical risk bound can be shown using the above framework, and it is also possible to derive a test error bound via a careful generalization analysis.

However, prior NTK results always require the width to be very large, such as a polynomial of the number of training examples or inverse target error. In Chapter 4 , we show that actually a polylogarithmic width is enough for good training and test error bounds, using the corresponding NTK margin (cf. Theorems 4.1 to 4.3). Our analysis is centered upon the notion of NTK margin (cf. Assumptions 4.1 and 4.2), which is basically the linear margin in the space of gradients $\nabla f\left(x ; W_{0}\right)$. The NTK margin also allows us to show a tight sample complexity bound (cf. Section 4.4). This two-layer analysis is based on [30].

Deep homogeneous networks. Next we consider deep homogeneous networks, meaning that given input $x$ and model parameter $w$, if we scale $w$ by a positive constant $c$, then the output of the network is scaled by $c^{L}$ for some $L>0$ (i.e., $f(x ; c w)=c^{L} f(x ; w)$ ). Examples include deep networks with linear and convolutional layers, max and average pooling layers, and homogeneous activations, such as the identity activation $x \mapsto x, \operatorname{ReLU}$ activation $x \mapsto \max \{0, x\}$, and more generally powers of $\operatorname{ReLU} x \mapsto \max \{0, x\}^{k}$. On the other hand, homogeneity does not allow skip connections and bias vectors. Here is a typical homogeneous network, where the activation $\sigma$ is homogeneous:

$$
x \mapsto W_{L} \sigma\left(W_{L-1} \sigma\left(\cdots \sigma\left(W_{1} x\right) \cdots\right)\right) .
$$

The simplest homogeneous network is the deep linear network, which maps the input $x$ to $W_{L} W_{L-1} \cdots W_{2} W_{1} x$, where $W_{L}, \ldots, W_{1}$ are the weight matrices. A deep linear network has poor expressive power, since it can only represent a linear function; on the other hand, it still induces a nonconvex optimization problem, and an analysis of it may shed some light on nonlinear networks. In Section 5.1, we show that despite overparameterization and nonconvexity, gradient flow can find a very simple solution: all weight matrices become nearly rank-1, adjacent weight matrices tend to have identical top singular vectors, and the whole network computes the maximum-margin predictor (cf. Theorems 5.1 and 5.2). This section is based on [31].

Then in Section 5.2, we further generalize the previous result to deep homogeneous net-
works. We show that the gradient flow iterate $w_{t}$ and the corresponding (negative) gradient $-\nabla \widehat{\mathcal{R}}\left(w_{t}\right)$ converge to the same direction (cf. Theorem 5.3), meaning

$$
\lim _{t \rightarrow \infty}\left\langle\frac{w_{t}}{\left\|w_{t}\right\|_{F}}, \frac{-\nabla \widehat{\mathcal{R}}\left(w_{t}\right)}{\left\|\nabla \widehat{\mathcal{R}}\left(w_{t}\right)\right\|_{F}}\right\rangle=1
$$

This result is from [32]; it implies the previous result for deep linear networks, and can also be applied in many other settings.

## Chapter 2: Linear classifiers with linearly-separable data

In this chapter, we focus on linear classifiers, and also assume the data is linearly separable with a positive margin. Formally, with the underlying data distribution $P$, we assume there exists a unit linear classifier $u$ and a positive constant $\gamma$ such that $y\langle u, x\rangle \geq \gamma$ almost surely. Alternatively, we may only focus on the training set, and assume $y_{i}\left\langle u, x_{i}\right\rangle \geq \gamma$ for all $1 \leq i \leq n$. Additionally, let

$$
u^{*}:=\underset{\|u\|_{2}=1}{\arg \max } \min _{1 \leq i \leq n} y_{i}\left\langle u, x_{i}\right\rangle \quad \text { and } \quad \gamma^{*}:=\max _{\|u\|_{2}=1} \min _{1 \leq i \leq n} y_{i}\left\langle u, x_{i}\right\rangle
$$

denote the maximum-margin classifier and maximum margin, respectively. The existence and uniqueness of $u^{*}$ is guaranteed by Lemma 2.3, and thus its definition is valid. For simplicity, we will also assume $\|x\|_{2} \leq 1$ almost surely (in the distributional case), or $\left\|x_{i}\right\|_{2} \leq$ 1 for all $1 \leq i \leq n$ (with a training set).

The Perceptron algorithm [33] is a classical algorithm to solve this problem, and Novikoff [10] showed an $O\left(1 / \gamma^{2}\right)$ test error bound under the linear separability assumption. In Section 2.1, we will first review the proof of this result, and then show that it can be adapted to give a clean generalization analysis for SGD with the logistic loss (cf. Theorem 2.1). Similar ideas will also be useful in the nonseparable setting (cf. Chapter 3) and in the analysis of shallow ReLU networks (cf. Chapter 4).

In addition to a generalization bound, it is actually possible to give a much finer characterization of the solution found by GD. Previously, Soudry et al. [16] showed that if we run GD on a linearly separable training set with certain exponentially-tailed losses including the exponential loss and logistic loss, then $\left\|w_{t}\right\|_{2} \rightarrow \infty$ while $w_{t} /\left\|w_{t}\right\|_{2} \rightarrow u^{*}$. In other words, if we keep running GD with logistic regression, then it actually finds the same solution as the hard-margin support vector machine [11]. In a parallel work [17], we also proved this result, using a technique from [18]. However, these approaches are not able to give the fastest possible convergence rates. In Section 2.2, we will show that GD actually induces a mirror descent update on a certain dual problem whose optimum is exactly given by the maximum margin. This observation gives a clean interpretation of the implicit bias phenomenon, and allows us to give a fast $O(1 / t)$ margin maximization rate (cf. Theorem 2.3).

In Section 2.3, we will further exploit the primal-dual framework and design a fast marginmaximization algorithm that achieves an $\widetilde{O}\left(1 / t^{2}\right)$ rate (cf. Theorem 2.5). The key observation is that the dual objective is smooth, and thus can be optimized by Nesterov's accelerated method [4, 34, 35]. Moreover, the dual Nesterov method can be transformed into a primal
momentum method, for which we prove the $\widetilde{O}\left(1 / t^{2}\right)$ rate.
Finally, above results all require certain exponentially-tailed losses. In Section 2.4, we will show that even for general decreasing losses (e.g., a loss with a polynomial tail), the implicit bias of GD can still be characterized in terms of the regularization path, which in general is different from the maximum-margin solution (cf. Theorems 2.7 and 2.8).

Finally, we discuss related work in Section 2.5 .

### 2.1 SGD TEST ERROR BOUNDS

Recall that $\ell_{\mathrm{r}}(z):=\max \{-z, 0\}$. Starting from $w_{0}:=0$, we consider SGD with $\ell_{\mathrm{r}}$ :

$$
w_{t+1}:=w_{t}-\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right) y_{t} x_{t}
$$

More explicitly, if $y_{t}\left\langle w_{t}, x_{t}\right\rangle>0$, then $w_{t+1}=w_{t}$, otherwise $w_{t+1}=w_{t}+y_{t} x_{t}$ (recall that we let $\ell_{\mathrm{r}}^{\prime}(0)=-1$ ). This is the Perceptron algorithm [33]. For simplicity, let $z_{t}:=y_{t} x_{t}$, and thereby the update can be written as

$$
w_{t+1}:=w_{t}-\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right) z_{t} .
$$

Below is a standard analysis from [10]: note that

$$
\begin{aligned}
\left\|w_{t+1}\right\|_{2}^{2} & =\left\|w_{t}\right\|_{2}^{2}-2\left\langle\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right) z_{t}, w_{t}\right\rangle+\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right)^{2}\left\|z_{t}\right\|_{2}^{2} \\
& \leq\left\|w_{t}\right\|_{2}^{2}+2\left(\ell_{\mathrm{r}}(0)-\ell_{\mathrm{r}}\left(\left\langle w_{t}, z_{t}\right\rangle\right)\right)+\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right)^{2} \\
& \leq\left\|w_{t}\right\|_{2}^{2}+\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right)^{2}=\left\|w_{t}\right\|_{2}^{2}-\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{t}, z_{t}\right\rangle\right),
\end{aligned}
$$

where we use convexity and $\|x\|_{2} \leq 1$ in the first inequality, and that $\ell_{\mathrm{r}}(z) \geq \ell_{\mathrm{r}}(0)=0$ in the second inequality, and that $\left(\ell_{\mathrm{r}}^{\prime}\right)^{2}=-\ell_{\mathrm{r}}^{\prime}$ in the end. It then follows that

$$
\mathbb{E}\left[\left\|w_{t}\right\|_{2}^{2}\right] \leq \mathbb{E}\left[\sum_{j<t}-\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)\right]=\mathbb{E}\left[\sum_{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right]
$$

since $-\ell_{\mathrm{r}}^{\prime}(z)=\ell_{0-1}(z)$. On the other hand, as we assume there exists a unit vector $u$ with margin $\gamma$ over the underlying distribution, it follows that

$$
\left\langle w_{t}, u\right\rangle=\sum_{j<t}-\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)\left\langle u, z_{j}\right\rangle \geq \gamma \sum_{j<t}-\ell_{\mathrm{r}}^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right) .
$$

Consequently,

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right] \leq \frac{1}{\gamma} \mathbb{E}\left[\left\langle w_{t}, u\right\rangle\right] \leq \frac{1}{\gamma} \mathbb{E}\left[\left\|w_{t}\right\|_{2}\right] & \leq \frac{1}{\gamma} \sqrt{\mathbb{E}\left[\left\|w_{t}\right\|_{2}^{2}\right]} \\
& \leq \frac{1}{\gamma} \sqrt{\mathbb{E}\left[\sum_{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right]}
\end{aligned}
$$

which implies

$$
\mathbb{E}\left[\sum_{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right] \leq \frac{1}{\gamma^{2}},
$$

and thus

$$
\mathbb{E}\left[\min _{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right] \leq \frac{1}{\gamma^{2} t} .
$$

In the above analysis for perceptron, we first derive an upper bound on $\mathbb{E}\left[\left\|w_{t}\right\|_{2}^{2}\right]$, then obtain a lower bound on $\mathbb{E}\left[\left\langle w_{t}, u\right\rangle\right]$ based on the linear separability assumption, and finally combine both bounds to achieve a test error bound. Next we analyze SGD with the logistic loss using a similar perceptron-style analysis; however, care is needed to make this replacement with logistic work, as detailed below. The analysis is basically from [14.

Theorem 2.1. With the logistic loss and a constant learning rate $\eta_{t}=1$, SGD ensures

$$
\mathbb{E}\left[\min _{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right] \leq \frac{4 \ln (t)}{\gamma^{2} t}+\frac{4}{\gamma t}
$$

To prove Theorem 2.1, we first prove the following general result. Note that it requires $-\ell^{\prime} \leq \ell$, which is not true for the ReLU loss; this is the key difference between the ReLU loss and logistic loss.

Lemma 2.1. Given a convex loss $\ell$ with $0 \leq-\ell^{\prime} \leq 1$ and $-\ell^{\prime} \leq \ell$, for any $w \in \mathbb{R}^{d}$ and $t \geq 1$,

$$
\left\|w_{t}-w\right\|_{2}^{2} \leq\|w\|_{2}^{2}+2 \sum_{j<t} \ell\left(\left\langle w, z_{j}\right\rangle\right) .
$$

Suppose furthermore $\ell(z) \leq e^{-z}$, let $u_{t}=u \ln (t) / \gamma$,

$$
\left\|w_{t}-u_{t}\right\|_{2}^{2} \leq \frac{\ln (t)^{2}}{\gamma^{2}}+2
$$

Proof. By the SGD update rule and convexity of $\ell$, for any $w \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\left\|w_{j+1}-w\right\|_{2}^{2} & =\left\|w_{j}-w\right\|_{2}^{2}-2\left\langle\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right) z_{j}, w_{j}-w\right\rangle+\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)^{2}\left\|z_{j}\right\|_{2}^{2} \\
& \leq\left\|w_{j}-w\right\|_{2}^{2}-2\left(\ell\left(\left\langle w_{j}, z_{j}\right\rangle\right)-\ell\left(\left\langle w, z_{j}\right\rangle\right)\right)+\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)^{2}\left\|z_{j}\right\|_{2}^{2}
\end{aligned}
$$

Furthermore, since $\left\|z_{j}\right\|_{2} \leq 1$, and $0 \leq-\ell^{\prime} \leq 1$, and $-\ell^{\prime} \leq \ell$,

$$
\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)^{2}\left\|z_{j}\right\|_{2}^{2} \leq-\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right) \leq \ell\left(\left\langle w_{j}, z_{j}\right\rangle\right)
$$

As a result,

$$
\begin{aligned}
\left\|w_{j+1}-w\right\|_{2}^{2} & \leq\left\|w_{j}-w\right\|_{2}^{2}-2\left(\ell\left(\left\langle w_{j}, z_{j}\right\rangle\right)-\ell\left(\left\langle w, z_{j}\right\rangle\right)\right)+\ell\left(\left\langle w_{j}, z_{j}\right\rangle\right) \\
& =\left\|w_{j}-w\right\|_{2}^{2}-\ell\left(\left\langle w_{j}, z_{j}\right\rangle\right)+2 \ell\left(\left\langle w, z_{j}\right\rangle\right) \\
& \leq\left\|w_{j}-w\right\|_{2}^{2}+2 \ell\left(\left\langle w, z_{j}\right\rangle\right)
\end{aligned}
$$

Take the sum from step 0 to $t-1$, the first claim of Lemma 2.1 is proved.
By the linear separability assumption, $\left\langle u, z_{j}\right\rangle \geq \gamma$. Therefore $\left\langle u_{t}, z_{j}\right\rangle \geq \ln (t)$, and since $\ell(z) \leq e^{-z}$,

$$
2 \sum_{j<t} \ell\left(\left\langle u_{t}, z_{j}\right\rangle\right) \leq 2 \sum_{j<t} \exp (-\ln (t)) \leq \frac{2}{t} \sum_{j<t} 1 \leq 2
$$

QED.
Lemma 2.1 gives an upper bound on $\left\|w_{t}-u_{t}\right\|_{2}^{2}$; to finish a perceptron-style analysis, we further need a lower bound on $\left\langle w_{t}-u_{t}, u\right\rangle$.

Lemma 2.2. For all $t \geq 1$, it holds that

$$
\mathbb{E}\left[\left\|w_{t}-u_{t}\right\|_{2}\right] \geq \mathbb{E}\left[\left\langle w_{t}-u_{t}, u\right\rangle\right] \geq \gamma \mathbb{E}\left[\sum_{j<t} \mathcal{Q}\left(w_{j}\right)\right]-\frac{\ln (t)}{\gamma}
$$

Proof. We have

$$
\begin{aligned}
\left\langle w_{t}-u_{t}, u\right\rangle & =\left\langle w_{t}, u\right\rangle-\left\langle u_{t}, u\right\rangle \\
& =\sum_{j<t}-\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)\left\langle z_{j}, u\right\rangle-\frac{\ln (t)}{\gamma} \\
& \geq \gamma \sum_{j<t}-\ell^{\prime}\left(\left\langle w_{j}, z_{j}\right\rangle\right)-\frac{\ln (t)}{\gamma} .
\end{aligned}
$$

Take the expectation on both sides, and recall that $\mathcal{Q}(w):=\mathbb{E}\left[-\ell^{\prime}(y\langle w, x\rangle)\right]$ (cf. eq. 1.2$\rangle$ ), the proof is done.

QED.
Now we are ready to prove Theorem 2.1
Proof of Theorem 2.1. Lemmas 2.1 and 2.2 imply

$$
\gamma \mathbb{E}\left[\sum_{j<t} \mathcal{Q}\left(w_{j}\right)\right]-\frac{\ln (t)}{\gamma} \leq \sqrt{\frac{\ln (t)^{2}}{\gamma^{2}}+2} \leq \frac{\ln (t)}{\gamma}+2
$$

which implies

$$
\mathbb{E}\left[\sum_{j<t} \mathcal{Q}\left(w_{j}\right)\right] \leq \frac{2 \ln (t)}{\gamma^{2}}+\frac{2}{\gamma}
$$

and thus

$$
\mathbb{E}\left[\min _{j<t} \mathcal{Q}\left(w_{j}\right)\right] \leq \frac{2 \ln (t)}{\gamma^{2} t}+\frac{2}{\gamma t}
$$

As noted in [36], $\ell_{0-1}(z) \leq-2 \ell_{\log }^{\prime}(z)$, and therefore

$$
\mathbb{E}\left[\min _{j<t} \mathcal{R}_{0-1}\left(w_{j}\right)\right] \leq \frac{4 \ln (t)}{\gamma^{2} t}+\frac{4}{\gamma t} .
$$

QED.

### 2.2 A PRIMAL-DUAL ANALYSIS OF THE IMPLICIT BIAS

In the previous section, we showed an $\widetilde{O}(1 / t)$ test error bound for SGD with the logistic loss. It turns out that a similar test error bound can also be showed for GD [37]. On the
other hand, in addition to a test error bound, it is possible to give a finer characterization of the GD iterates: it was showed in [16] that with an exponentially-tailed loss such as the exponential loss or logistic loss, it holds that

$$
\lim _{t \rightarrow \infty}\left\|w_{t}\right\|_{2}=\infty, \quad \text { and } \quad \lim _{t \rightarrow \infty} \frac{w_{t}}{\left\|w_{t}\right\|_{2}}=u^{*}
$$

Here we give an alternative proof of this result using a primal-dual framework. More precisely, we will show that for each GD iterate $w_{t}$, we can define a corresponding dual iterate $q_{t}$, and the update on $q_{t}$ is a mirror descent (multiplicative weight) update on a certain dual objective whose optimum is given exactly by the maximum margin. This observation gives a nice intuition why GD converges to the maximum-margin solution, and also allows us to design fast margin maximization algorithms (cf. Theorems 2.3 and 2.5) and prove an alignment property for deep homogeneous networks (cf. Section 5.2).

### 2.2.1 A primal-dual framework

For simplicity, here we focus on the exponential loss $\ell_{\text {exp }}$; however, as discussed in [19], the analysis can also be extended to the logistic loss. For simplicity, let $z_{i}:=y_{i} x_{i}$, and collect them into a matrix $Z \in \mathbb{R}^{n \times d}$. Moreover, given $\xi \in \mathbb{R}^{n}$, let $\psi(\xi):=\ln \left(\sum_{i=1}^{n} \exp \left(\xi_{i}\right)\right)$ denote the $\ln$-sum-exp function. Given a GD iterate $w_{t}$, let $p_{t}:=-Z w_{t}$, and we further define a dual variable $q_{t} \in \Delta_{n}$ (the probability simplex) by

$$
q_{t, i}:=\frac{\exp \left(-\left\langle w_{t}, z_{i}\right\rangle\right)}{\sum_{i^{\prime}=1}^{n} \exp \left(-\left\langle w_{t}, z_{i^{\prime}}\right\rangle\right)}, \quad \text { or equivalently } \quad q_{t}:=\nabla \psi\left(p_{t}\right)
$$

It then holds that

$$
w_{t+1}=w_{t}-\eta_{t} \nabla \widehat{\mathcal{R}}\left(w_{t}\right)=w_{t}+\eta_{t} \sum_{i=1}^{n} \frac{1}{n} \exp \left(-\left\langle w_{t}, z_{i}\right\rangle\right) z_{i}=w_{t}+\hat{\eta}_{t} Z^{\top} q_{t}
$$

where we let $\hat{\eta}_{t}:=\eta_{t} \widehat{\mathcal{R}}\left(w_{t}\right)$. This further implies that

$$
p_{t+1}=p_{t}-Z\left(w_{t+1}-w_{t}\right)=p_{t}-\hat{\eta}_{t} Z Z^{\top} q_{t}=p_{t}-\hat{\eta}_{t} \nabla \phi\left(q_{t}\right)
$$

where $\phi(q):=\left\|Z^{\top} q\right\|_{2}^{2} / 2$. To sum up, we have

$$
p_{t+1}=p_{t}-\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), \quad \text { and } \quad q_{t+1}:=\nabla \psi\left(p_{t+1}\right)
$$

This update on $q_{t}$ is exactly a mirror descent or dual averaging [38] update on the dual objective $\phi$, with learning rate $\hat{\eta}_{t}$ and an entropy regularizer. In the following, we will see that $\phi$ is the key potential function in our primal-dual framework; moreover, it can be generalized to the nonlinear case (cf. eq. (5.12)), which will be used in our implicit bias analysis for deep homogeneous networks.

First, we note that the optimum of $\phi$ is exactly characterized by the maximum margin.
Lemma 2.3. It holds that

$$
\gamma^{*}:=\max _{\|u\|_{2} \leq 1} \min _{1 \leq i \leq n}(Z u)_{i}=\min _{q \in \Delta_{n}}\left\|Z^{\top} q\right\|_{2},
$$

and there exists a unique primal optimal solution $u^{*}$, such that for any dual optimal solution $q^{*}$, it holds that $Z^{\top} q^{*}=\gamma^{*} u^{*}$.

Proof. Given a convex set $C$, recall that $\iota_{C}$ denote the indicator function, i.e., $\iota_{C}(x)=0$ if $x \in C$, and $\iota_{C}(x)=\infty$ if $x \notin C$. We note the following convex conjugate pairs:

$$
\begin{aligned}
\iota_{\Delta_{n}}^{*}(v) & =\sup _{u \in \Delta_{n}}\langle v, u\rangle=\max _{1 \leq i \leq n} v_{i}, \\
\left(\|\cdot\|_{2}\right)^{*}(q) & =\iota_{\|\cdot\|_{2} \leq 1}(q) .
\end{aligned}
$$

This gives the Fenchel strong duality [39, Theorem 3.3.5]

$$
\begin{aligned}
\min \left(\left\|Z^{\top} q\right\|_{2}+\iota_{\Delta_{n}}(q)\right) & =\max -\iota_{\|\cdot\|_{2} \leq 1}(-w)-\iota_{\Delta_{n}}^{*}(Z w) \\
& =\max \left\{-\max _{i}(Z w)_{i}:\|w\|_{2} \leq 1\right\} \\
& =\max \left\{\min _{i}(Z(-w))_{i}:\|w\|_{2} \leq 1\right\} \\
& =\max \left\{\min _{i}(Z u)_{i}:\|u\|_{2} \leq 1\right\}
\end{aligned}
$$

Now consider an arbitrary optimal primal-dual pair $\left(w^{*}, q^{*}\right)$. Fenchel-Young's inequality [39, Proposition 3.3.4] implies for any $w$ and $q$ that

$$
\left\|Z^{\top} q\right\|_{2}+\iota_{\|\cdot\|_{2} \leq 1}(-w)+\iota_{\Delta_{n}}(q)+\iota_{\Delta_{n}}^{*}(Z w) \geq\left\langle Z^{\top} q,-w\right\rangle+\langle q, Z w\rangle=0 .
$$

The optimal pair $\left(w^{*}, q^{*}\right)$ satisfies the above inequality with an equality, and it follows from [39, Proposition 3.3.4] that $Z^{\top} q^{*} \in \partial\left(\iota_{\|\cdot\|_{2} \leq 1}\right)\left(-w^{*}\right)$, meaning $Z^{\top} q^{*}$ and $-w^{*}$ have the same direction. Since $\left\|Z^{\top} q^{*}\right\|_{2}=\gamma^{*}$, and let $u^{*}=-w^{*}$, we have $Z^{\top} q^{*}=\gamma^{*} u^{*}$. Since the above
argument holds for any optimal primal-dual pair, it follows that $u^{*}$ is unique.
QED.
As mentioned above, since the update on $q_{t}$ is a mirror descent update which tries to minimize $\phi$, and it follows from Lemma 2.3 that the optimum of $\phi$ is exactly characterized by $\left(u^{*}, q^{*}\right)$, this would give an intuitive explanation of the implicit bias phenomenon if the dual objective $\phi$ can be globally minimized by $q_{t}$. Next we show that this is indeed the case, along with a primal-dual convergence rate, based on [19, Theorem 1]. It will also be the basis of our fast $O(1 / t)$ margin maximization rate for normalized GD (cf. Theorem 2.3).

Let $\psi^{*}$ denote the convex conjugate of $\psi$; formally, $\psi^{*}$ denotes the entropy function, where given $q \in \Delta_{n}$, we have $\psi^{*}(q):=\sum_{i=1}^{n} q_{i} \ln \left(q_{i}\right)$. Given $q \in \Delta_{n}$, the Bregman distance between $q$ and $q_{t}$ is defined as

$$
D_{\psi^{*}}\left(q, q_{t}\right):=\psi^{*}(q)-\psi^{*}\left(q_{t}\right)-\left\langle p_{t}, q-q_{t}\right\rangle .
$$

Since $\psi^{*}$ denotes the entropy function, $D_{\psi^{*}}$ is actually just the KL-divergence. Here is our main convergence result.

Theorem 2.2. For all $q \in \Delta_{n}$, if $\hat{\eta}_{t} \leq 1$, then the following results hold:

1. Dual convergence: for all $t \geq 0$,

$$
\phi\left(q_{t+1}\right) \leq \phi\left(q_{t}\right), \quad \text { and } \quad \hat{\eta}_{t}\left(\phi\left(q_{t+1}\right)-\phi(q)\right) \leq D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right)
$$

As a result, for all $t>0$,

$$
\phi\left(q_{t}\right)-\phi(q) \leq \frac{D_{\psi^{*}}\left(q, q_{0}\right)-D_{\psi^{*}}\left(q, q_{t}\right)}{\sum_{j<t} \hat{\eta}_{j}} \leq \frac{D_{\psi^{*}}\left(q, q_{0}\right)}{\sum_{j<t} \hat{\eta}_{j}} .
$$

2. Primal convergence: for all $t \geq 0$,

$$
\psi\left(p_{t}\right)-\psi\left(p_{t+1}\right) \geq \hat{\eta}_{t}\left(\phi\left(q_{t}\right)+\phi\left(q_{t+1}\right)\right)=\frac{\hat{\eta}_{t}}{2}\left\|Z^{\top} q_{t}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}}{2}\left\|Z^{\top} q_{t+1}\right\|_{2}^{2}
$$

and thus if $\hat{\eta}_{t}$ is nonincreasing, then

$$
\psi\left(p_{0}\right)-\psi\left(p_{t}\right) \geq \sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}^{2}-\frac{\hat{\eta}_{0}}{2}\left\|Z^{\top} q_{0}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}}{2}\left\|Z^{\top} q_{t}\right\|_{2}^{2}
$$

This rate is tight up to a constant, since $\psi\left(p_{0}\right)-\psi\left(p_{t}\right) \leq \sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}^{2}$.
Here are some comments on Theorem 2.2.

- If we let $\hat{\eta}_{t}=1$, then we get an $O(1 / t)$ dual convergence rate. By contrast, [40] considered boosting, and can only handle step size $\hat{\eta}_{t} \propto 1 / \sqrt{t+1}$ and give an $\widetilde{O}(1 / \sqrt{t})$ dual rate. This is because the dual objective $\phi(q):=\left\|Z^{\top} q\right\|_{2}^{2} / 2$ for gradient descent is smooth, while for boosting the dual objective is given by $\left\|Z^{\top} q\right\|_{\infty}^{2} / 2$, which is nonsmooth. In some sense, we can handle a constant $\hat{\eta}_{t}$ and prove a faster rate because both the primal objective $\psi$ and the dual objective $\phi$ are smooth.
- Moreover, the primal and dual smoothness allow us to prove a super tight primal convergence rate for $\psi$. By contrast, if we use a standard smoothness guarantee, then the error term (compared with the upper bound on $\left.\psi\left(p_{0}\right)-\psi\left(p_{t}\right)\right)$ can be as large as $\sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}^{2} / 2$ (cf. Lemma 2.5. While a constant factor does not hurt the risk bound too much, it can stop us from proving an $O(1 / t)$ margin maximization rate (cf. Section 2.2.2.
- For the exponential loss (and other exponentially-tailed losses), [16] proved that $w_{t}$ converges to the maximum margin direction. This is called an "implicit bias" result since it does not follow from classical results such as risk minimization, and requires a nontrivial proof tailored to the exponential function. By contrast, Theorem 2.2 explicitly shows that the dual iterates minimize the dual objective $\phi$, and the minimum of $\phi$ is given exactly by the maximum margin as showed by Lemma 2.3, which gives an intuitive explanation of the implicit bias phenomenon.

Next we prove Theorem 2.2. One of the key properties we use is the $\ell_{1}$ smoothness of $\phi$.
Lemma 2.4. The function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by $\phi(\theta):=\left\|Z^{\top} \theta\right\|_{2}^{2} / 2$ is 1 -smooth with respect to the $\ell_{1}$ norm.

Proof. For any $\theta, \theta^{\prime} \in \mathbb{R}^{n}$, using the Cauchy-Schwarz inequality and $\left\|z_{i}\right\| \leq 1$,

$$
\begin{aligned}
\left\|\nabla \phi(\theta)-\nabla \phi\left(\theta^{\prime}\right)\right\|_{\infty}=\left\|Z Z^{\top}\left(\theta-\theta^{\prime}\right)\right\|_{\infty} & =\max _{1 \leq i \leq n}\left|\left\langle Z^{\top}\left(\theta-\theta^{\prime}\right), z_{i}\right\rangle\right| \\
& \leq \max _{1 \leq i \leq n}\left\|Z^{\top}\left(\theta-\theta^{\prime}\right)\right\|_{2}\left\|z_{i}\right\|_{2} \\
& \leq\left\|Z^{\top}\left(\theta-\theta^{\prime}\right)\right\|_{2}
\end{aligned}
$$

Furthermore, by the triangle inequality and $\left\|z_{i}\right\|_{2} \leq 1$,

$$
\left\|Z^{\top}\left(\theta-\theta^{\prime}\right)\right\|_{2} \leq \sum_{i=1}^{n}\left|\theta_{i}-\theta_{i}^{\prime}\right|\left\|z_{i}\right\|_{2} \leq \sum_{i=1}^{n}\left|\theta_{i}-\theta_{i}^{\prime}\right|=\left\|\theta-\theta^{\prime}\right\|_{1}
$$

Therefore $\phi$ is 1 -smooth with respect to the $\ell_{1}$ norm.
QED.
Next, here are some standard results we need, from the smoothness of $\psi$.
Lemma 2.5. We have

$$
\psi\left(p_{t+1}\right)-\psi\left(p_{t}\right) \leq-\hat{\eta}_{t}\left\|Z^{\top} q_{t}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}^{2}}{2}\left\|Z^{\top} q_{t}\right\|_{2}^{2} \quad \text { and } \quad D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) \geq \frac{1}{2}\left\|q_{t+1}-q_{t}\right\|_{1}^{2}
$$

Proof. We first claim that $\psi$ is 1 -smooth with respect to the $\ell_{\infty}$ norm. Similarly to the proof of [41, Lemma 14], it is enough to show that for any $\xi, v \in \mathbb{R}^{n}$, it holds that $v^{\top} \nabla^{2} \psi(\xi) v \leq$ $\|v\|_{\infty}^{2}$. Note that

$$
\nabla^{2} \psi(\xi)=\operatorname{diag}(\nabla \psi(\xi))-\nabla \psi(\xi) \nabla \psi(\xi)^{\top}
$$

where

$$
\nabla \psi(\xi)=\left(\frac{e^{\xi_{1}}}{\sum_{i=1}^{n} e^{\xi_{i}}}, \ldots, \frac{e^{\xi_{n}}}{\sum_{i=1}^{n} e^{\xi_{i}}}\right)
$$

Therefore it is enough to show that

$$
\sum_{i=1}^{n} \nabla \psi(\xi)_{i} v_{i}^{2} \leq \max _{1 \leq i \leq n} v_{i}^{2}
$$

which is true since $\sum_{i=1}^{n} \nabla \psi(\xi)_{i}=1$.
Next we prove the main claims. Since $\psi$ is 1 -smooth with respect to the $\ell_{\infty}$ norm,

$$
\begin{aligned}
\psi\left(p_{t+1}\right)-\psi\left(p_{t}\right) & \leq\left\langle\nabla \psi\left(p_{t}\right), p_{t+1}-p_{t}\right\rangle+\frac{1}{2}\left\|p_{t+1}-p_{t}\right\|_{\infty}^{2} \\
& =\left\langle q_{t},-\hat{\eta}_{t} Z Z^{\top} q_{t}\right\rangle+\frac{\hat{\eta}_{t}^{2}}{2}\left\|Z Z^{\top} q_{t}\right\|_{\infty}^{2} \\
& =-\hat{\eta}_{t}\left\|Z^{\top} q_{t}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}^{2}}{2}\left\|Z Z^{\top} q_{t}\right\|_{\infty}^{2}
\end{aligned}
$$

Moreover, since $\left\|z_{i}\right\|_{2} \leq 1$,

$$
\left\|Z Z^{\top} q_{t}\right\|_{\infty}=\max _{1 \leq i \leq n}\left|\left\langle Z^{\top} q_{t}, z_{i}\right\rangle\right| \leq \max _{1 \leq i \leq n}\left\|Z^{\top} q_{t}\right\|_{2}\left\|z_{i}\right\|_{2} \leq\left\|Z^{\top} q_{t}\right\|_{2}
$$

As a result,

$$
\psi\left(p_{t+1}\right)-\psi\left(p_{t}\right) \leq-\hat{\eta}_{t}\left\|Z^{\top} q_{t}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}^{2}}{2}\left\|Z^{\top} q_{t}\right\|_{2}^{2} .
$$

On the second claim, note that since $\psi$ is 1 -smooth with respect to the $\ell_{\infty}$ norm, [42, Lemma 2.19] implies that $\psi^{*}$ is 1 -strongly convex with respect to the $\ell_{1}$ norm, and in particular $D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) \geq\left\|q_{t+1}-q_{t}\right\|_{1}^{2} / 2$.

QED.
Next is a standard result for mirror descent.
Lemma 2.6. For any $t \geq 0$ and $q \in \Delta_{n}$, it holds that

$$
\hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi(q)\right) \leq\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q_{t+1}\right\rangle-D_{\psi^{*}}\left(q_{t+1}, q_{t}\right)+D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right) .
$$

Moreover, $q_{t+1}$ is the unique minimizer of

$$
h(q):=\phi\left(q_{t}\right)+\left\langle\nabla \phi\left(q_{t}\right), q-q_{t}\right\rangle+\frac{1}{\hat{\eta}_{t}} D_{\psi^{*}}\left(q, q_{t}\right),
$$

and specifically $h\left(q_{t+1}\right) \leq h\left(q_{t}\right)=\phi\left(q_{t}\right)$.
Proof. Since $\phi$ is convex, we have

$$
\hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi(q)\right) \leq\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q\right\rangle=\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q_{t+1}\right\rangle+\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t+1}-q\right\rangle .
$$

Recall that $p_{t+1}=p_{t}-\hat{\eta}_{t} Z Z^{\top} q_{t}=p_{t}-\hat{\eta}_{t} \nabla \phi\left(q_{t}\right)$, therefore

$$
\begin{aligned}
\hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi(q)\right) & \leq\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q_{t+1}\right\rangle+\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t+1}-q\right\rangle \\
& =\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q_{t+1}\right\rangle+\left\langle p_{t}-p_{t+1}, q_{t+1}-q\right\rangle .
\end{aligned}
$$

It can be verified by direct expansion that

$$
\left\langle p_{t}-p_{t+1}, q_{t+1}-q\right\rangle=D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right)-D_{\psi^{*}}\left(q_{t+1}, q_{t}\right),
$$

and thus

$$
\hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi(q)\right) \leq\left\langle\hat{\eta}_{t} \nabla \phi\left(q_{t}\right), q_{t}-q_{t+1}\right\rangle+D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right)-D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) .
$$

On the other claim, let $\partial$ denote subdifferential. We have

$$
\partial h(q)=\left\{\nabla \phi\left(q_{t}\right)\right\}+\frac{1}{\hat{\eta}_{t}}\left(\partial \psi^{*}(q)-\left\{p_{t}\right\}\right) .
$$

Note that $q^{\prime} \in \arg \min h(q)$ if and only if $0 \in \partial h\left(q^{\prime}\right)$, which is equivalent to $p_{t}-\hat{\eta}_{t} \nabla \phi\left(q_{t}\right)=$ $p_{t+1} \in \partial \psi^{*}(q)$. By [43, Theorem 23.5], $p_{t+1} \in \partial \psi^{*}(q)$ if and only if $q=\nabla \psi\left(p_{t+1}\right)$; in other words, $q_{t+1}$ is the unique minimizer of $h$, and specifically $h\left(q_{t+1}\right) \leq h\left(q_{t}\right)=\phi\left(q_{t}\right)$. $\quad$ QED.

With Lemmas 2.4 to 2.6 , we can prove Theorem 2.2 .
Proof of Theorem 2.2. Since $\phi$ is 1 -smooth with respect to the $\ell_{1}$ norm,

$$
\phi\left(q_{t+1}\right)-\phi\left(q_{t}\right) \leq\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{1}{2}\left\|q_{t+1}-q_{t}\right\|_{1}^{2} .
$$

Further invoking Lemma 2.5, and that $\hat{\eta}_{t} \leq 1$, and the function $h$ defined in Lemma 2.6, it follows that

$$
\begin{align*}
\phi\left(q_{t+1}\right) & \leq \phi\left(q_{t}\right)+\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{1}{2}\left\|q_{t+1}-q_{t}\right\|_{1}^{2} \\
& \leq \phi\left(q_{t}\right)+\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) \\
& \leq \phi\left(q_{t}\right)+\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{1}{\hat{\eta}_{t}} D_{\psi^{*}}\left(q_{t+1}, q_{t}\right)  \tag{2.1}\\
& =h\left(q_{t+1}\right) \leq \phi\left(q_{t}\right),
\end{align*}
$$

which proves that $\phi\left(q_{t}\right)$ is nonincreasing.
To prove the iteration guarantee for $\phi$, note that rearranging the terms of eq. (2.1) gives the following inequality

$$
\hat{\eta}_{t}\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) \geq \hat{\eta}_{t}\left(\phi\left(q_{t+1}\right)-\phi\left(q_{t}\right)\right) .
$$

Lemma 2.6 then implies

$$
\hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi(q)\right) \leq \hat{\eta}_{t}\left(\phi\left(q_{t}\right)-\phi\left(q_{t+1}\right)\right)+D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right) .
$$

Rearranging terms gives

$$
\begin{equation*}
\hat{\eta}_{t}\left(\phi\left(q_{t+1}\right)-\phi(q)\right) \leq D_{\psi^{*}}\left(q, q_{t}\right)-D_{\psi^{*}}\left(q, q_{t+1}\right) . \tag{2.2}
\end{equation*}
$$

Taking the sum of eq. (2.2) from 0 to $t-1$, and noting that $\phi\left(q_{j+1}\right) \geq \phi\left(q_{t}\right)$ for all $j<t$ since $f$ is nonincreasing, the proof is done.

To prove the iteration guarantee for $\psi$, note that

$$
\begin{aligned}
D_{\psi^{*}}\left(q_{t+1}, q_{t}\right) & =\psi^{*}\left(q_{t+1}\right)-\psi^{*}\left(q_{t}\right)-\left\langle p_{t}, q_{t+1}-q_{t}\right\rangle \\
& =\left\langle p_{t+1}, q_{t+1}\right\rangle-\psi\left(p_{t+1}\right)-\left\langle p_{t}, q_{t}\right\rangle+\psi\left(p_{t}\right)-\left\langle p_{t}, q_{t+1}-q_{t}\right\rangle \\
& =\psi\left(p_{t}\right)-\psi\left(p_{t+1}\right)-\left\langle q_{t+1}, p_{t}-p_{t+1}\right\rangle \\
& =\psi\left(p_{t}\right)-\psi\left(p_{t+1}\right)-\hat{\eta}_{t}\left\langle Z^{\top} q_{t}, Z^{\top} q_{t+1}\right\rangle .
\end{aligned}
$$

Further invoking eq. (2.1), we have

$$
\begin{aligned}
\psi\left(p_{t}\right)-\psi\left(p_{t+1}\right) & \geq \hat{\eta}_{t}\left(\phi\left(q_{t+1}\right)-\phi\left(q_{t}\right)-\left\langle\nabla \phi\left(q_{t}\right), q_{t+1}-q_{t}\right\rangle+\left\langle Z^{\top} q_{t}, Z^{\top} q_{t+1}\right\rangle\right) \\
& =\frac{\hat{\eta}_{t}}{2}\left\|Z^{\top} q_{t}\right\|_{2}^{2}+\frac{\hat{\eta}_{t}}{2}\left\|Z^{\top} q_{t+1}\right\|_{2}^{2} .
\end{aligned}
$$

Telescoping gives the lower bound on $\psi\left(p_{0}\right)-\psi\left(p_{t}\right)$. For the upper bound, note that $\psi$ is convex, and thus

$$
\psi\left(p_{t}\right)-\psi\left(p_{t+1}\right) \leq\left\langle q_{t}, p_{t}-p_{t+1}\right\rangle=\left\langle q_{t}, \hat{\eta}_{t} Z Z^{\top} q_{t}\right\rangle=\hat{\eta}_{t}\left\|Z^{\top} q_{t}\right\|_{2}^{2}
$$

QED.

### 2.2.2 $O(1 / t)$ margin maximization rate for normalized GD

Here we show an $O(1 / t)$ margin maximization rate for GD with $\hat{\eta}_{t}=1$ (equivalently $\left.\eta_{t}=1 / \widehat{\mathcal{R}}\left(w_{t}\right)\right)$, based on [19, Theorem 7]. We let $w_{0}:=0$, though our analysis can be easily extended to handle nonzero initialization.

Theorem 2.3. If $\hat{\eta}_{t}=\eta_{t} \widehat{\mathcal{R}}\left(w_{t}\right) \leq 1$ is nonincreasing and $w_{0}=0$, then

$$
\frac{\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle}{\left\|w_{t}\right\|_{2}} \geq \frac{-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}} \geq \gamma-\frac{\ln (n)+1}{\gamma \sum_{j<t} \hat{\eta}_{j}}
$$

Margin maximization has been analyzed in many settings: 18 proved that for any $\epsilon>0$, the margin can be maximized by coordinate descent to $\gamma-\epsilon$ with an $O(1 / t)$ rate, while [44] showed an $\widetilde{O}(1 / \sqrt{t})$ margin maximization rate for gradient descent by letting $\hat{\eta}_{t} \propto 1 / \sqrt{t+1}$. They also analyzed the quantity $-\psi\left(-Z w_{t}\right) /\left\|w_{t}\right\|_{2}$, but used Lemma 2.5. If we let $\hat{\eta}_{t}$ be a constant in Lemma 2.5, the error term $\sum_{j<t} \frac{\beta \hat{\eta}_{j}^{2}}{2}\left\|Z^{\top} q_{j}\right\|_{2}^{2}$ will be too large to prove exact margin maximization, while if we let $\hat{\eta}_{t}=1 / \sqrt{t+1}$, then the error term is $O(\ln (t))$, but only an $O(\ln (t) / \sqrt{t})$ rate can be obtained. By contrast, the proof of Theorem 2.3 uses the tighter guarantee given by Theorem 2.2 , which always has a bounded error term.

We can also directly run (sub)gradient descent on the (negative) margin function over the unit $\ell_{2}$ ball:

$$
\min _{\|w\|_{2} \leq 1} \max _{1 \leq i \leq n} y_{i}\left\langle w, x_{i}\right\rangle .
$$

This gives the batch perceptron algorithm [21], which has $O(1 / \sqrt{t})$ convergence rate. [45]
gives a normalized Perceptron algorithm, which also has $O(1 / \sqrt{t})$ convergence rate. Finally, we may also apply the ellipsoid method to the margin function; to ensure an $\epsilon$ additive error, it requires $O\left(d^{2} \ln (1 / \epsilon)\right)$ steps [9, Theorem 2.4]. In the case where $d$ is large, our convergence rate in Theorem 2.3 is still faster.

Proof of Theorem 2.3. Theorem 2.2 and lemma 2.3 imply that

$$
\begin{aligned}
-\psi\left(p_{t}\right) & \geq-\psi\left(p_{0}\right)+\sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}^{2}-\frac{\hat{\eta}_{0}}{2}\left\|Z^{\top} q_{0}\right\|_{2}^{2} \\
& \geq-\psi\left(p_{0}\right)+\gamma \sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}-\frac{\hat{\eta}_{0}}{2}\left\|Z^{\top} q_{0}\right\|_{2}^{2}
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\frac{-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}}=\frac{-\psi\left(p_{t}\right)}{\left\|w_{t}\right\|_{2}} & \geq \frac{-\psi\left(p_{0}\right)+\gamma \sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}-\frac{\hat{\eta}_{0}}{2}\left\|Z^{\top} q_{0}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}} \\
& =\gamma \cdot \frac{\sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}}{\left\|w_{t}\right\|_{2}}-\frac{\psi\left(p_{0}\right)+\frac{\hat{\eta}_{0}}{2}\left\|Z^{\top} q_{0}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}}
\end{aligned}
$$

It follows from the triangle inequality that $\left\|w_{t}\right\|_{2} \leq \sum_{j<t} \hat{\eta}_{j}\left\|Z^{\top} q_{j}\right\|_{2}$. Moreover, $\psi\left(p_{0}\right)=$ $\ln (n)$, and $\left\|Z^{\top} q_{0}\right\|_{2} \leq 1$ since $\left\|z_{i}\right\|_{2} \leq 1$. Therefore we have

$$
\frac{-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}} \geq \gamma-\frac{\ln (n)+1}{\left\|w_{t}\right\|_{2}}
$$

Furthermore, note that $\left\|w_{t}\right\|_{2} \geq\left\langle w_{t}, u^{*}\right\rangle$, and

$$
\left\langle w_{j+1}-w_{j}, u^{*}\right\rangle=\hat{\eta}_{j}\left\langle Z^{\top} q_{j}, u^{*}\right\rangle=\hat{\eta}_{j}\left\langle Z u^{*}, q_{j}\right\rangle \geq \hat{\eta}_{j} \gamma
$$

which implies

$$
\frac{-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}} \geq \gamma-\frac{\ln (n)+1}{\gamma \sum_{j<t} \hat{\eta}_{j}}
$$

Finally, note that for the exponential loss,

$$
\psi(-Z w)=\ln \left(\sum_{i=1}^{n} \exp \left(\left\langle-z_{i}, w\right\rangle\right)\right) \geq \ln \left(\exp \left(\max _{1 \leq i \leq n}\left\langle-z_{i}, w\right\rangle\right)\right)=-\min _{1 \leq i \leq n}\left\langle z_{i}, w\right\rangle
$$

and thus $\min _{1 \leq i \leq n}\left\langle z_{i}, w\right\rangle=\min _{1 \leq i \leq n} y_{i}\left\langle w, x_{i}\right\rangle \geq-\psi(-Z w)$.
QED.

### 2.3 FAST MARGIN MAXIMIZATION VIA DUAL ACCELERATION

In this section, we further exploit the primal-dual framework developed in the previous section, and designed a momentum-style algorithm that achieves an $\widetilde{O}\left(1 / t^{2}\right)$ margin maximization rate. This section is based on 20].
The algorithm is given by

$$
\begin{equation*}
g_{t}:=\beta_{t}\left(g_{t-1}+\frac{\nabla \widehat{\mathcal{R}}\left(w_{t}\right)}{\widehat{\mathcal{R}}\left(w_{t}\right)}\right), \quad \text { and } \quad w_{t+1}:=w_{t}-\theta_{t}\left(g_{t}+\frac{\nabla \widehat{\mathcal{R}}\left(w_{t}\right)}{\widehat{\mathcal{R}}\left(w_{t}\right)}\right) . \tag{2.3}
\end{equation*}
$$

Our main result is that these iterates, with a proper choice of $\theta_{t}$ and $\beta_{t}$, can maximize the margin at a rate of $\widetilde{\mathcal{O}}\left(1 / t^{2}\right)$, whereas prior work had a rate of $\mathcal{O}(1 / t)$ at best. The key idea is to reverse the primal-dual relationship discussed in the previous section: therefore we show that primal normalized GD is equivalent to dual mirror descent, but here we start from the dual, and apply Nesterov acceleration to make dual optimization faster, and then translate the dual iterates into the momentum form in eq. (2.3). Note that if our goal is just to accelerate dual optimization, then it is natural to apply Nesterov's method; however, here our goal is to accelerate (primal) margin maximization - it was unclear whether the momentum method changes the implicit bias, and our margin analysis is very different from the standard analysis of Nesterov's method.

### 2.3.1 A Unified Analysis of Normal and Accelerated Dual Averaging

We first present some general results that will be used throughout our analysis. Consider a convex function $\phi$ (which can be arbitrary), and a convex set $C$, such that $\phi$ is well-defined defined and 1 -smooth with respect to norm $\|\cdot\|$ on $C$. Moreover, suppose $\omega: C \rightarrow \mathbb{R}$ is differentiable, closed, proper, and 1 -strongly convex with respect to the same norm $\|\cdot\|$. We maintain three sequences $q_{t}, \mu_{t}, \nu_{t}$ : initialize $\mu_{0}=q_{0} \in C$, and for $t \geq 0$, let

$$
\begin{align*}
\nu_{t} & :=\left(1-\lambda_{t}\right) \mu_{t}+\lambda_{t} q_{t}, \\
q_{t+1} & :=\underset{q \in C}{\arg \min }\left(\phi\left(q_{t}\right)+\left\langle\nabla \phi\left(\nu_{t}\right), q-q_{t}\right\rangle+\frac{\lambda_{t}}{\theta_{t}} D_{\omega}\left(q, q_{t}\right)\right),  \tag{2.4}\\
\mu_{t+1} & :=\left(1-\lambda_{t}\right) \mu_{t}+\lambda_{t} q_{t+1},
\end{align*}
$$

where $\lambda_{t}, \theta_{t} \in(0,1]$, and $D_{\omega}\left(q, q^{\prime}\right):=\omega(q)-\omega\left(q^{\prime}\right)-\left\langle\nabla \omega\left(q^{\prime}\right), q-q^{\prime}\right\rangle$ denotes the Bregman distance.
The above update to $q_{t}$ resembles the mirror descent update. We can instead use a
dual-averaging update, which does not require differentiability of $\omega$ : first note that since $\omega$ is strongly convex, its convex conjugate $\omega^{*}$ is smooth [42, lemma 2.19], and thus it is well-defined and differentiable on the whole Euclidean space. For any initialization $p_{0}$, let $q_{0}:=\nabla \omega^{*}\left(p_{0}\right)$ and for $t \geq 0$, let

$$
\begin{equation*}
p_{t+1}:=p_{t}-\frac{\theta_{t}}{\lambda_{t}} \nabla \phi\left(\nu_{t}\right), \quad \text { and } \quad q_{t+1}:=\nabla \omega^{*}\left(p_{t+1}\right) \tag{2.5}
\end{equation*}
$$

Note that it is exactly the original update to $q_{t}$ if for all $t \geq 0$ and $q \in C$, we define $D_{\omega}\left(q, q_{t}\right):=\omega(q)-\omega\left(q_{t}\right)-\left\langle p_{t}, q-q_{t}\right\rangle$. Below we will analyze this dual-averaging update.

The following result is crucial to our analysis. It combines a dual averaging analysis and a Nesterov analysis: when $\theta_{t}=1$, it is basically [34, eq. (24)], and choosing a proper $\lambda_{t}$ would give us acceleration; on the other hand, we further handle the case of $\lambda_{t}=1$, when it becomes the usual convergence result for dual averaging.

Lemma 2.7. If $\lambda_{t}, \theta_{t} \in(0,1]$ for all $t \geq 0$, then for all $t \geq 1$ and $q \in C$,

$$
\begin{aligned}
& \frac{\theta_{t-1}}{\lambda_{t-1}^{2}}\left(\phi\left(\mu_{t}\right)-\phi(q)\right)+\sum_{j=1}^{t-1}\left(\frac{\theta_{j-1}}{\lambda_{j-1}^{2}}-\frac{\theta_{j}\left(1-\lambda_{j}\right)}{\lambda_{j}^{2}}\right)\left(\phi\left(\mu_{j}\right)-\phi(q)\right) \\
\leq & D_{\omega}\left(q, q_{0}\right)-D_{\omega}\left(q, q_{t}\right)+\frac{\theta_{0}\left(1-\lambda_{0}\right)}{\lambda_{0}^{2}}\left(\phi\left(\mu_{0}\right)-\phi(q)\right) .
\end{aligned}
$$

To prove Lemma 2.7, we first recall the following standard result on mirror descent. Its proof includes direct expansion and calculation, and thus is omitted.

Lemma 2.8. For all $t \geq 0$ and $q \in C$,

$$
\left\langle p_{t}-p_{t+1}, q_{t+1}-q\right\rangle=D_{\omega}\left(q, q_{t}\right)-D_{\omega}\left(q, q_{t+1}\right)-D_{\omega}\left(q_{t+1}, q_{t}\right) .
$$

Now we are ready to prove Lemma 2.7 .
Proof of Lemma 2.7. For any $t \geq 0$ and $q \in C$,

$$
\begin{align*}
\phi\left(\nu_{t}\right)-\phi(q) & \leq\left\langle\nabla \phi\left(\nu_{t}\right), \nu_{t}-q\right\rangle \\
& =\left\langle\nabla \phi\left(\nu_{t}\right), \nu_{t}-q_{t}\right\rangle+\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q\right\rangle \\
& =\frac{1-\lambda_{t}}{\lambda_{t}}\left\langle\nabla \phi\left(\nu_{t}\right), \mu_{t}-\nu_{t}\right\rangle+\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q\right\rangle \\
& \leq \frac{1-\lambda_{t}}{\lambda_{t}}\left(\phi\left(\mu_{t}\right)-\phi\left(\nu_{t}\right)\right)+\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q\right\rangle . \tag{2.6}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q\right\rangle & =\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q_{t+1}\right\rangle+\left\langle\nabla \phi\left(\nu_{t}\right), q_{t+1}-q\right\rangle \\
& =\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q_{t+1}\right\rangle+\frac{\lambda_{t}}{\theta_{t}}\left\langle p_{t}-p_{t+1}, q_{t+1}-q_{t}\right\rangle \\
& =\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q_{t+1}\right\rangle-\frac{\lambda_{t}}{\theta_{t}} D_{\omega}\left(q_{t+1}, q_{t}\right)+\frac{\lambda_{t}}{\theta_{t}}\left(D_{\omega}\left(q, q_{t}\right)-D_{\omega}\left(q, q_{t+1}\right)\right), \tag{2.7}
\end{align*}
$$

where we use Lemma 2.8 in the last step. Next by 1 -smoothness of $\phi$ and 1 -strong convexity of $\omega$, we have

$$
\begin{aligned}
\phi\left(\mu_{t+1}\right)-\phi\left(\nu_{t}\right) & \leq\left\langle\nabla \phi\left(\nu_{t}\right), \mu_{t+1}-\nu_{t}\right\rangle+\frac{1}{2}\left\|\mu_{t+1}-\nu_{t}\right\|^{2} \\
& =\lambda_{t}\left\langle\nabla \phi\left(\nu_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{\lambda_{t}^{2}}{2}\left\|q_{t+1}-q_{t}\right\|^{2} \\
& \leq \lambda_{t}\left\langle\nabla \phi\left(\nu_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{\lambda_{t}^{2}}{2 \theta_{t}}\left\|q_{t+1}-q_{t}\right\|^{2} \\
& \leq \lambda_{t}\left\langle\nabla \phi\left(\nu_{t}\right), q_{t+1}-q_{t}\right\rangle+\frac{\lambda_{t}^{2}}{\theta_{t}} D_{\omega}\left(q_{t+1}, q_{t}\right),
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left\langle\nabla \phi\left(\nu_{t}\right), q_{t}-q_{t+1}\right\rangle-\frac{\lambda_{t}}{\theta_{t}} D_{\omega}\left(q_{t+1}, q_{t}\right) \leq \frac{1}{\lambda_{t}}\left(\phi\left(\nu_{t}\right)-\phi\left(\mu_{t+1}\right)\right) . \tag{2.8}
\end{equation*}
$$

Then eqs. (2.6) to (2.8) imply

$$
\begin{align*}
\phi\left(\nu_{t}\right)-\phi(q) & \leq\left\langle\nabla \phi\left(\nu_{t}\right), \nu_{t}-q\right\rangle \\
& \leq \frac{1-\lambda_{t}}{\lambda_{t}}\left(\phi\left(\mu_{t}\right)-\phi\left(\nu_{t}\right)\right)+\frac{1}{\lambda_{t}}\left(\phi\left(\nu_{t}\right)-\phi\left(\mu_{t+1}\right)\right)+\frac{\lambda_{t}}{\theta_{t}}\left(D_{\omega}\left(q, q_{t}\right)-D_{\omega}\left(q, q_{t+1}\right)\right), \tag{2.9}
\end{align*}
$$

and rearranging terms gives

$$
\frac{1}{\lambda_{t}}\left(\phi\left(\mu_{t+1}\right)-\phi(q)\right)-\frac{1-\lambda_{t}}{\lambda_{t}}\left(\phi\left(\mu_{t}\right)-\phi(q)\right) \leq \frac{\lambda_{t}}{\theta_{t}}\left(D_{\omega}\left(q, q_{t}\right)-D_{\omega}\left(q, q_{t+1}\right)\right) .
$$

Multiply both sides by $\theta_{t} / \lambda_{t}$, and then take the sum from step 0 to $t-1$, the proof is finished.

QED.
Next we invoke Lemma 2.7 to get concrete rates. We further make the following require-

```
Algorithm 2.1: Momentum-style margin maximization.
    Input: data matrix \(Z \in \mathbb{R}^{n \times d}\), step size \(\left(\theta_{t}\right)_{t=0}^{\infty}\), momentum factor \(\left(\beta_{t}\right)_{t=0}^{\infty}\).
    Initialize: \(w_{0}=g_{-1}=(0, \ldots, 0) \in \mathbb{R}^{d}, q_{0}=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) \in \Delta_{n}\).
    for \(t=0,1,2, \ldots\) do
        \(g_{t} \leftarrow \beta_{t}\left(g_{t-1}-Z^{\top} q_{t}\right)\).
        \(w_{t+1} \leftarrow w_{t}-\theta_{t}\left(g_{t}-Z^{\top} q_{t}\right)\).
        \(q_{t+1} \propto \exp \left(-Z w_{t+1}\right)\), and \(q_{t+1} \in \Delta_{n}\).
    end for
```

ment on $\lambda_{t}$ :

$$
\begin{equation*}
\lambda_{0}:=1, \quad \text { and } \quad \frac{1}{\lambda_{t}^{2}}-\frac{1}{\lambda_{t}} \leq \frac{1}{\lambda_{t-1}^{2}} \text { for all } t \geq 1 \tag{2.10}
\end{equation*}
$$

Note that by this construction,

$$
\begin{equation*}
\frac{1}{\lambda_{t}^{2}} \leq \frac{1}{\lambda_{0}^{2}}+\sum_{j=1}^{t} \frac{1}{\lambda_{t}}=\sum_{j=0}^{t} \frac{1}{\lambda_{t}} \tag{2.11}
\end{equation*}
$$

Theorem 2.4. With eq. 2.10) satisfied and $\theta_{t}=1$, for all $t \geq 1$ and $q^{*} \in \arg \min _{q \in C} \phi(q)$,

$$
\phi\left(\mu_{t}\right)-\phi\left(q^{*}\right) \leq \lambda_{t-1}^{2}\left(D_{\omega}\left(q^{*}, q_{0}\right)-D_{\omega}\left(q^{*}, q_{t}\right)\right) \leq \lambda_{t-1}^{2} D_{\omega}\left(q^{*}, q_{0}\right) .
$$

In particular, if $\lambda_{t}=2 /(t+2)$, then

$$
\phi\left(\mu_{t}\right)-\phi\left(q^{*}\right) \leq \frac{4 D_{\omega}\left(q^{*}, q_{0}\right)}{(t+1)^{2}}
$$

Proof. For $q^{*} \in \arg \min _{q \in C} \phi(q)$, we have $\phi\left(\mu_{j}\right)-\phi\left(q^{*}\right) \geq 0$. It then follows from Lemma 2.7 and eq. 2.10) and $\lambda_{0}=1$ that

$$
\frac{1}{\lambda_{t-1}^{2}}\left(\phi\left(\mu_{t}\right)-\phi\left(q^{*}\right)\right) \leq D_{\omega}\left(q^{*}, q_{0}\right)-D_{\omega}\left(q^{*}, q_{t}\right)
$$

QED.

### 2.3.2 A momentum-style algorithm

Our momentum-style algorithm is formally described in Algorithm 2.1. It is equivalent to eq. 2.3) since $Z^{\top} q_{t}=Z^{\top} \nabla \psi\left(-Z w_{t}\right)=-\nabla \widehat{\mathcal{R}}\left(w_{t}\right) / \widehat{\mathcal{R}}\left(w_{t}\right)$.

Here is our main convergence result.
Theorem 2.5. Let $w_{t}$ and $g_{t}$ be given by Algorithm 2.1 with $\theta_{t}=1$ and $\beta_{t}=t /(t+1)$, then for all $t \geq 1$,

$$
\frac{\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle}{\left\|w_{t}\right\|_{2}} \geq \gamma^{*}-\frac{4(1+\ln (n))(1+2 \ln (t+1))}{\gamma^{*}(t+1)^{2}}
$$

Next we prove Theorem 2.5. First, we apply Nesterov's method with the $\ell_{1}$ geometry and entropy regularizer [34, 35] to optimize the dual objective $\phi$. Specifically, we run eq. (2.4) with $\|\cdot\|=\|\cdot\|_{1}$, and $\phi(q)=\left\|Z^{\top} q\right\|_{2}^{2} / 2$, and $\omega=\psi^{*}$ (the entropy function). Concretely, let $\mu_{0}=q_{0}:=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$; for $t \geq 0$, let $\lambda_{t}, \theta_{t} \in(0,1]$, and

$$
\begin{aligned}
\nu_{t} & :=\left(1-\lambda_{t}\right) \mu_{t}+\lambda_{t} q_{t}, \\
q_{t+1} & \propto q_{t} \odot \exp \left(-\frac{\theta_{t}}{\lambda_{t}} Z Z^{\top} \nu_{t}\right), \quad q_{t+1} \in \Delta_{n}, \\
\mu_{t+1} & :=\left(1-\lambda_{t}\right) \mu_{t}+\lambda_{t} q_{t+1} .
\end{aligned}
$$

By invoking Theorem 2.4, we can show an $O\left(1 / t^{2}\right)$ convergence rate on $\phi$. However, this rate is not needed in the margin analysis; instead, we should construct the corresponding primal iterates based on the above dual iterates.

Here we construct primal variables $\left(w_{t}\right)_{t=0}^{\infty}$ such that $\nabla \psi\left(-Z w_{t}\right)=q_{t}$. (We do not try to make $\nabla \psi\left(-Z w_{t}\right)=\nu_{t}$ or $\mu_{t}$, since only $q_{t}$ is constructed using a mirror descent or dual averaging update.) Let $w_{0}:=0$, and for $t \geq 0$, let

$$
\begin{equation*}
w_{t+1}:=w_{t}+\frac{\theta_{t}}{\lambda_{t}} Z^{\top} \nu_{t} . \tag{2.12}
\end{equation*}
$$

We can verify that $q_{t}$ is indeed the dual variable to $w_{t}$, in the sense that $\nabla \psi\left(-Z w_{t}\right)=q_{t}$ : this is true by definition at $t=0$, since $\nabla \psi\left(-Z w_{0}\right)=\nabla \psi(0)=q_{0}$. For $t \geq 0$, we have

$$
\begin{aligned}
q_{t+1} & \propto q_{t} \odot \exp \left(-\frac{\theta_{t}}{\lambda_{t}} Z Z^{\top} \nu_{t}\right) \\
& \propto \exp \left(-Z w_{t}\right) \odot \exp \left(-\frac{\theta_{t}}{\lambda_{t}} Z Z^{\top} \nu_{t}\right) \\
& =\exp \left(-Z\left(w_{t}+\frac{\theta_{t}}{\lambda_{t}} Z^{\top} \nu_{t}\right)\right)=\exp \left(-Z w_{t+1}\right)
\end{aligned}
$$

Next, we verify that eq. (2.12) is consistent with eq. (2.3) and Algorithm 2.1.

Lemma 2.9. Let $w_{t}$ be constructed by eq. (2.12). For all $\lambda_{t}, \theta_{t} \in(0,1]$, if $\lambda_{0}=1$, then for all $t \geq 0$,

$$
\begin{equation*}
w_{t+1}=w_{t}-\theta_{t}\left(g_{t}-Z^{\top} q_{t}\right) \tag{2.13}
\end{equation*}
$$

where $g_{0}:=0$, and for $t \geq 1$,

$$
\begin{equation*}
g_{t}:=\frac{\lambda_{t-1}\left(1-\lambda_{t}\right)}{\lambda_{t}}\left(g_{t-1}-Z^{\top} q_{t}\right) \tag{2.14}
\end{equation*}
$$

Specifically, for $\lambda_{t}=2 /(t+2)$, it holds that

$$
\frac{\lambda_{t-1}\left(1-\lambda_{t}\right)}{\lambda_{t}}=\frac{t}{t+1}, \quad \text { and } \quad g_{t}=-\sum_{j=1}^{t} \frac{j}{t+1} Z^{\top} q_{j} .
$$

Consequently, with $\lambda_{t}=2 /(t+2)$, the primal iterate defined by eq. (2.12) coincides with the iterate given by Algorithm 2.1 with $\beta_{t}=t /(t+1)$.

Proof of Lemma 2.9. To prove eq. (2.13), we only need to show that $g_{t}$ defined by eq. (2.14) satisfies

$$
g_{t}=\frac{w_{t}-w_{t+1}}{\theta_{t}}+Z^{\top} q_{t}=-Z^{\top}\left(\frac{1}{\lambda_{t}} \nu_{t}-q_{t}\right)
$$

It holds at $t=0$ by definition, since $\lambda_{0}=1$ and $\nu_{0}=q_{0}$. Moreover,

$$
\begin{aligned}
\frac{1}{\lambda_{t+1}} \nu_{t+1}-q_{t+1}=\frac{1-\lambda_{t+1}}{\lambda_{t+1}} \mu_{t+1} & =\frac{1-\lambda_{t+1}}{\lambda_{t+1}}\left(\nu_{t}+\lambda_{t}\left(q_{t+1}-q_{t}\right)\right) \\
& =\frac{\lambda_{t}\left(1-\lambda_{t+1}\right)}{\lambda_{t+1}}\left(\frac{1}{\lambda_{t}} \nu_{t}-q_{t}\right)+\frac{\lambda_{t}\left(1-\lambda_{t+1}\right)}{\lambda_{t+1}} q_{t+1}
\end{aligned}
$$

which coincides with the recursive definition of $g_{t}$.
For $\lambda_{t}=2 /(t+2)$, it can be verified directly that $\lambda_{t}\left(1-\lambda_{t+1}\right) / \lambda_{t+1}=(t+1) /(t+2)$. The explicit expression of $g_{t}$ clearly holds when $t=0$; for $t \geq 0$,

$$
g_{t+1}=\frac{t+1}{t+2}\left(g_{t}-Z^{\top} q_{t+1}\right)=-\frac{t+1}{t+2} \sum_{j=1}^{t} \frac{j}{t+1} Z^{\top} q_{j}-\frac{t+1}{t+2} Z^{\top} q_{t+1}=-\sum_{j=1}^{t+1} \frac{j}{t+2} Z^{\top} q_{j}
$$



Next we prove the margin maximization rate. Similarly to the proof in the previous section, we only need to show a lower bound on $-\psi\left(-Z w_{t}\right)$, since $\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle \geq-\psi\left(-Z w_{t}\right)$.

Below is our lower bound on $-\psi$; its proof is based on a much finer analysis of dual Nesterov, and uses both primal and dual smoothness.

Lemma 2.10. Let $\theta_{t}=1$ for all $t \geq 0$, and $\lambda_{0}=1$, then for all $t \geq 1$,

$$
\begin{aligned}
-\psi\left(-Z w_{t}\right) \geq & -\psi\left(-Z w_{0}\right)+\frac{1}{2 \lambda_{t-1}^{2}}\left\|Z^{\top} \mu_{t}\right\|_{2}^{2}+\sum_{j=1}^{t-1} \frac{1}{2}\left(\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}}\right)\left\|Z^{\top} \mu_{j}\right\|_{2}^{2} \\
& +\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2}
\end{aligned}
$$

Proof. Note that by eq. (2.9),

$$
\begin{aligned}
\left\langle\nabla \phi\left(\nu_{t}\right), \nu_{t}-q^{*}\right\rangle \leq & \frac{1-\lambda_{t}}{\lambda_{t}}\left(\phi\left(\mu_{t}\right)-\phi\left(\nu_{t}\right)\right)+\frac{1}{\lambda_{t}}\left(\phi\left(\nu_{t}\right)-\phi\left(\mu_{t+1}\right)\right) \\
& \quad+\lambda_{t}\left(D_{\psi^{*}}\left(q^{*}, q_{t}\right)-D_{\psi^{*}}\left(q^{*}, q_{t+1}\right)\right) \\
= & \phi\left(\nu_{t}\right)+\frac{1-\lambda_{t}}{\lambda_{t}} \phi\left(\mu_{t}\right)-\frac{1}{\lambda_{t}} \phi\left(\mu_{t+1}\right)+\lambda_{t}\left(D_{\psi^{*}}\left(q^{*}, q_{t}\right)-D_{\psi^{*}}\left(q^{*}, q_{t+1}\right)\right) .
\end{aligned}
$$

Moreover, $\left\langle\nabla \phi\left(\nu_{t}\right), \nu_{t}\right\rangle=\left\|Z^{\top} \nu_{t}\right\|_{2}^{2}=2 \phi\left(\nu_{t}\right)$, and thus

$$
\begin{equation*}
\phi\left(\nu_{t}\right)-\left\langle\nabla \phi\left(\nu_{t}\right), q^{*}\right\rangle \leq \frac{1-\lambda_{t}}{\lambda_{t}} \phi\left(\mu_{t}\right)-\frac{1}{\lambda_{t}} \phi\left(\mu_{t+1}\right)+\lambda_{t}\left(D_{\psi^{*}}\left(q^{*}, q_{t}\right)-D_{\psi^{*}}\left(q^{*}, q_{t+1}\right)\right) . \tag{2.15}
\end{equation*}
$$

Additionally, let $p_{t}=-Z w_{t}$, we have

$$
\begin{align*}
D_{\psi^{*}}\left(q^{*}, q_{t}\right)-D_{\psi^{*}}\left(q^{*}, q_{t+1}\right)= & \psi^{*}\left(q^{*}\right)-\psi^{*}\left(q_{t}\right)-\left\langle p_{t}, q^{*}-q_{t}\right\rangle \\
& -\psi^{*}\left(q^{*}\right)+\psi^{*}\left(q_{t+1}\right)+\left\langle p_{t+1}, q^{*}-q_{t+1}\right\rangle \\
= & \left\langle p_{t}, q_{t}\right\rangle-\psi^{*}\left(q_{t}\right)-\left\langle p_{t+1}, q_{t+1}\right\rangle+\psi^{*}\left(q_{t+1}\right)-\left\langle p_{t}-p_{t+1}, q^{*}\right\rangle \\
= & \psi\left(p_{t}\right)-\psi\left(p_{t+1}\right)-\left\langle p_{t}-p_{t+1}, q^{*}\right\rangle \\
= & \psi\left(-Z w_{t}\right)-\psi\left(-Z w_{t+1}\right)-\frac{1}{\lambda_{t}}\left\langle\nabla \phi\left(\nu_{t}\right), q^{*}\right\rangle \tag{2.16}
\end{align*}
$$

Therefore eqs. 2.15) and 2.16 imply

$$
\begin{equation*}
\psi\left(-Z w_{t}\right)-\psi\left(-Z w_{t+1}\right) \geq \frac{1}{\lambda_{t}^{2}} \phi\left(\mu_{t+1}\right)-\frac{1-\lambda_{t}}{\lambda_{t}^{2}} \phi\left(\mu_{t}\right)+\frac{1}{\lambda_{t}} \phi\left(\nu_{t}\right) . \tag{2.17}
\end{equation*}
$$

Take the sum of eq. (2.17) from 0 to $t-1$ finishes the proof.
We also need the following bounds on $\left\|w_{t}\right\|_{2}$.

Lemma 2.11. Let $\theta_{t}=1$ for all $t \geq 0$, then

$$
\sum_{j=0}^{t-1} \frac{\gamma^{*}}{\lambda_{j}} \leq\left\|w_{t}\right\|_{2} \leq \sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}
$$

Proof. The upper bound follows immediately from the triangle inequality. For the lower bound, recall $u^{*}$ denotes the maximum-margin classifier,

$$
\begin{aligned}
\left\|w_{t}\right\|_{2} \geq\left\langle w_{t}, u^{*}\right\rangle & =\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\langle Z^{\top} \nu_{j}, u^{*}\right\rangle \\
& =\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\langle\nu_{j}, Z u^{*}\right\rangle \\
& \geq \sum_{j=0}^{t-1} \frac{\gamma^{*}}{\lambda_{j}}
\end{aligned}
$$

since $\nu_{j}>0$, and $\left\|\nu_{j}\right\|_{1}=1$, and $\left\langle z_{i}, u^{*}\right\rangle \geq \gamma^{*}$ for all $i$.
QED.
With Lemmas 2.10 and 2.11, we can prove Theorem 2.5. To illustrate the proof idea, we first show a weaker result which gives $1 / t^{2}$ convergence to $\gamma^{*} / 2$; its proof is also part of the full proof of Theorem 2.5, but much simpler.

Proposition 2.6 (weaker version of Theorem 2.5). With $\theta_{t}=1$ and $\lambda_{t}=2 /(t+2)$, we have

$$
\frac{\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle}{\left\|w_{t}\right\|_{2}} \geq \frac{\gamma^{*}}{2}-\frac{4 \ln (n)}{\gamma^{*}(t+1)^{2}} .
$$

Proof. With $\lambda_{t}=2 /(t+2)$, it holds that $\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}} \geq 0$, therefore we can ignore the $\left\|Z^{\top} \mu_{j}\right\|_{2}$ terms in Lemma 2.10 and get

$$
\begin{equation*}
-\psi\left(-Z w_{t}\right) \geq-\psi\left(-Z w_{0}\right)+\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2} \tag{2.18}
\end{equation*}
$$

Then eq. 2.18) and Lemma 2.11 imply

$$
\begin{equation*}
\frac{\psi\left(-Z w_{0}\right)-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}} \geq \frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2}}{\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}} \geq \frac{\gamma^{*}}{2}, \tag{2.19}
\end{equation*}
$$

since $\left\|Z^{\top} \nu_{j}\right\|_{2} \geq \gamma^{*}$ (cf. Lemma 2.3). On the other hand, Lemma 2.11 and $\lambda_{t}=2 /(t+2)$
imply

$$
\left\|w_{t}\right\|_{2} \geq \sum_{j=0}^{t-1} \frac{\gamma^{*}}{\lambda_{j}} \geq \frac{\gamma^{*}(t+1)^{2}}{4}
$$

and thus

$$
\begin{equation*}
\frac{\psi\left(-Z w_{0}\right)}{\left\|w_{t}\right\|_{2}}=\frac{\ln (n)}{\left\|w_{t}\right\|_{2}} \leq \frac{4 \ln (n)}{\gamma^{*}(t+1)^{2}} \tag{2.20}
\end{equation*}
$$

It then follows from eqs. (2.19) and $(2.20)$ that

$$
\frac{\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle}{\left\|w_{t}\right\|_{2}} \geq \frac{-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}} \geq \frac{\gamma^{*}}{2}-\frac{4 \ln (n)}{\gamma^{*}(t+1)^{2}} .
$$

QED.
To prove the full version of Theorem 2.5, we need the following result which gives an alternative characterization of $w_{t}$ using $\mu_{j}$.

Lemma 2.12. Let $\theta_{t}=1$, we have

$$
w_{t}=Z^{\top} q_{0}-Z^{\top} q_{t}+\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}} Z^{\top} \mu_{j+1}
$$

and if $\lambda_{t}=2 /(t+2)$, then

$$
\frac{1}{2 \lambda_{t-1}^{2}}\left\|Z^{\top} \mu_{t}\right\|_{2}^{2}+\sum_{j=1}^{t-1} \frac{1}{2}\left(\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}}\right)\left\|Z^{\top} \mu_{j}\right\|_{2}^{2} \geq \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}-2 \ln (n) \ln (t+1)
$$

Proof. Note that by construction, $\frac{1}{\lambda_{t}} \nu_{t}=\frac{1-\lambda_{t}}{\lambda_{t}} \mu_{t}+q_{t}$, and thus

$$
\begin{aligned}
w_{t}=\sum_{j=0}^{t-1} Z^{\top}\left(\frac{1}{\lambda_{j}} \nu_{j}\right) & =\sum_{j=0}^{t-1} Z^{\top}\left(\frac{1-\lambda_{j}}{\lambda_{j}} \mu_{j}+q_{j}\right) \\
& =Z^{\top} q_{0}-Z^{\top} q_{t}+\sum_{j=0}^{t-1} Z^{\top}\left(\frac{1-\lambda_{j}}{\lambda_{j}} \mu_{j}+q_{j+1}\right) \\
& =Z^{\top} q_{0}-Z^{\top} q_{t}+\sum_{j=0}^{t-1} Z^{\top}\left(\frac{1}{\lambda_{j}} \mu_{j+1}\right) .
\end{aligned}
$$

On the second claim, note that

$$
\begin{aligned}
& \frac{1}{2 \lambda_{t-1}^{2}}\left\|Z^{\top} \mu_{t}\right\|_{2}^{2}+\sum_{j=1}^{t-1} \frac{1}{2}\left(\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}}\right)\left\|Z^{\top} \mu_{j}\right\|_{2}^{2} \\
\geq & \frac{1}{2 \lambda_{t-1}^{2}}\left(\gamma^{*}\right)^{2}+\sum_{j=1}^{t-1} \frac{1}{2}\left(\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}}\right)\left(\gamma^{*}\right)^{2} \\
= & \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left(\gamma^{*}\right)^{2}
\end{aligned}
$$

Moreover, Theorem 2.4 implies

$$
\frac{1}{2 \lambda_{j}}\left(\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}-\left(\gamma^{*}\right)^{2}\right) \leq \lambda_{j} D_{\psi^{*}}\left(q^{*}, q_{0}\right) \leq \lambda_{j} \ln (n)
$$

and thus

$$
\begin{aligned}
& \frac{1}{2 \lambda_{t-1}^{2}}\left\|Z^{\top} \mu_{t}\right\|_{2}^{2}+\sum_{j=1}^{t-1} \frac{1}{2}\left(\frac{1}{\lambda_{j-1}^{2}}-\frac{1-\lambda_{j}}{\lambda_{j}^{2}}\right)\left\|Z^{\top} \mu_{j}\right\|_{2}^{2} \\
\geq & \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left(\gamma^{*}\right)^{2} \\
= & \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}-\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left(\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}-\left(\gamma^{*}\right)^{2}\right) \\
\geq & \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}-\ln (n) \sum_{j=0}^{t-1} \lambda_{j} .
\end{aligned}
$$

Finally, note that

$$
\sum_{j=0}^{t-1} \lambda_{j}=\sum_{j=0}^{t-1} \frac{2}{j+2} \leq 2 \ln (t+1)
$$

the proof is done.
QED.
Now we can prove the full version of Theorem 2.5.
Proof of Theorem 2.5. Lemmas 2.10 and 2.12 imply

$$
\psi\left(-Z w_{0}\right)-\psi\left(-Z w_{t}\right) \geq \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}+\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2}-2 \ln (n) \ln (t+1)
$$

Therefore

$$
\begin{align*}
& \frac{\min _{1 \leq i \leq n} y_{i}\left\langle w_{t}, x_{i}\right\rangle}{\left\|w_{t}\right\|_{2}} \\
\geq & \frac{\psi\left(-Z w_{0}\right)-\psi\left(-Z w_{t}\right)}{\left\|w_{t}\right\|_{2}}-\frac{\psi\left(-Z w_{0}\right)}{\left\|w_{t}\right\|_{2}} \\
\geq & \frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}}+\frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}}-\frac{2 \ln (n) \ln (t+1)}{\left\|w_{t}\right\|_{2}}-\frac{\ln (n)}{\left\|w_{t}\right\|_{2}} \\
= & \frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}}+\frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \nu_{j}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}}-\frac{\ln (n)(1+2 \ln (t+1))}{\left\|w_{t}\right\|_{2}} . \tag{2.21}
\end{align*}
$$

By the triangle inequality and the alternative characterization of $w_{t}$ in Lemma 2.12, we have

$$
\left\|w_{t}\right\|_{2} \leq\left\|Z^{\top} q_{0}\right\|_{2}+\left\|Z^{\top} q_{t}\right\|_{2}+\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2} \leq 2+\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}
$$

Therefore

$$
\begin{aligned}
\frac{\sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}^{2}}{\left\|w_{t}\right\|_{2}} & \geq \frac{\gamma^{*} \sum_{j=0}^{t-1} \frac{1}{2 \lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}}{2+\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}} \\
& =\frac{\gamma^{*}}{2}\left(1-\frac{2}{2+\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}}\right) \\
& \geq \frac{\gamma^{*}}{2}\left(1-\frac{2}{\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2}}\right) \geq \frac{\gamma^{*}}{2}\left(1-\frac{8}{\gamma^{*}(t+1)^{2}}\right)
\end{aligned}
$$

where we use $\sum_{j=0}^{t-1} \frac{1}{\lambda_{j}}\left\|Z^{\top} \mu_{j+1}\right\|_{2} \geq \sum_{j=0}^{t-1} \frac{\gamma^{*}}{\lambda_{j}} \geq \frac{\gamma^{*}(t+1)^{2}}{4}$. The remaining part of eq. 2.21 can be handled in the same way as in the proof of Proposition 2.6.

### 2.4 GENERAL DECREASING LOSSES

In previous sections, we focus on exponentially-tailed losses, such as the exponential loss or logistic loss. Here we further consider general convex decreasing losses. We show that it is still possible to characterize the implicit bias of GD, in terms of the regularization path: given $B \geq 0$, let $\bar{w}(B)$ denote the regularized solution with $\ell_{2}$ norm bounded by $B$, concretely

$$
\begin{equation*}
\bar{w}(B):=\underset{\|w\|_{2} \leq B}{\arg \min } \widehat{\mathcal{R}}(w) \tag{2.22}
\end{equation*}
$$

and the regularization path denotes the curve followed by $\bar{w}$ as $B$ varies, meaning $(\bar{w}(B))_{B \geq 0}$. (Choosing regularized rather than constrained solutions does not change our results regarding the regularization path; moreover, in either case, the paths are algorithm-independent.) Then under some mild conditions, we can show that $\lim _{t \rightarrow \infty} \frac{w_{t}}{\left\|w_{t}\right\|_{2}}=\lim _{B \rightarrow \infty} \frac{\bar{w}(B)}{B}$ whenever either limit exists.

We also show that different losses can induce very different implicit biases: exponentiallytailed losses all converge to the maximum-margin direction, but polynomially-tailed losses (cf. eq. (2.41)) may converge to a direction with a poor margin.

The contents in this section are based on [22].

### 2.4.1 Convergence of GD implies convergence of regularization path

In this subsection we show one direction of the equivalence, which holds in a more general setting. Given a differentiable convex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ (not necessarily the empirical risk) and an $\ell_{2}$-norm bound $B$, the regularized solution is defined as

$$
\bar{w}(B):=\underset{\|w\|_{2} \leq B}{\arg \min } f(w) .
$$

Note that $\bar{w}(B)$ is not unique in general, but we still have $\lim _{B \rightarrow \infty} f(\bar{w}(B))=\inf _{w \in \mathbb{R}^{d}} f(w)$, as is often the case when working with unregularized losses. In this paper we are particularly interested in the case where the infimum of $f$ is not attained. In that case $\bar{w}(B)$ is uniquely defined, because the set of minimizers is convex and contained in the surface of the $\ell_{2}$ ball, and thus consists of exactly one point due to the curvature of $\ell_{2}$ balls. A particular case is an empirical risk with a nonempty separable part, which has been studies in previous sections.

We consider GD with a constant learning rate $\eta$. Its basic properties are summarized in Lemma 2.13. If there exists a small step size which ensures decreasing function values, then gradient descent on $f$ can minimize the function value to its infimum; moreover, if the infimum of $f$ is not attained, then gradient descent iterates go to infinity.

Lemma 2.13. Given a convex differentiable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, suppose the step size $\eta$ satisfies

$$
\begin{equation*}
f\left(w_{t+1}\right)-f\left(w_{t}\right) \leq-\frac{\eta}{2}\left\|\nabla f\left(w_{t}\right)\right\|_{2}^{2} \tag{2.23}
\end{equation*}
$$

for all $t \geq 0$. Then for any $w \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left\|w_{t+1}-w\right\|_{2}^{2} \leq\left\|w_{t}-w\right\|_{2}^{2}+2 \eta\left(f(w)-f\left(w_{t+1}\right)\right), \tag{2.24}
\end{equation*}
$$

and thus $\left\|w_{t+1}-w\right\|_{2} \leq\left\|w_{t}-w\right\|_{2}$ as long as $f(w) \leq f\left(w_{t+1}\right)$. Consequently,

$$
\lim _{t \rightarrow \infty} f\left(w_{t}\right)=\inf _{w \in \mathbb{R}^{d}} f(w)
$$

which implies $\lim _{t \rightarrow \infty}\left\|w_{t}\right\|_{2}=\infty$ if the infimum of $f$ is not attained.
Proof. For any $w \in \mathbb{R}^{d}$, it holds that

$$
\begin{align*}
\left\|w_{t+1}-w\right\|_{2}^{2} & =\left\|w_{t}-w\right\|_{2}^{2}-2 \eta\left\langle\nabla f\left(w_{t}\right), w_{t}-w\right\rangle+\eta^{2}\left\|\nabla f\left(w_{t}\right)\right\|_{2}^{2} \\
& =\left\|w_{t}-w\right\|_{2}^{2}+2 \eta\left\langle\nabla f\left(w_{t}\right), w-w_{t}\right\rangle+2 \eta \cdot \frac{\eta}{2}\left\|\nabla f\left(w_{t}\right)\right\|_{2}^{2} \\
& \leq\left\|w_{t}-w\right\|_{2}^{2}+2 \eta\left(f(w)-f\left(w_{t}\right)\right)+2 \eta\left(f\left(w_{t}\right)-f\left(w_{t+1}\right)\right) \\
& =\left\|w_{t}-w\right\|_{2}^{2}+2 \eta\left(f(w)-f\left(w_{t+1}\right)\right) . \tag{2.25}
\end{align*}
$$

On the third line we use the convexity of $f$ and eq. 2.23).
Since $f\left(w_{t}\right)$ is nondecreasing, $\lim _{t \rightarrow \infty} f\left(w_{t}\right)$ exists. Suppose $\lim _{t \rightarrow \infty} f\left(w_{t}\right)>\inf _{w \in \mathbb{R}^{d}} f(w)$. Let $\bar{w} \in \mathbb{R}^{d}$ satisfy $f(\bar{w})<\lim _{t \rightarrow \infty} f\left(w_{t}\right)-\epsilon$ for some $\epsilon>0$. It follows from eq. 2.25) that $\left\|w_{t+1}-\bar{w}\right\|_{2}^{2} \leq\left\|w_{t}-\bar{w}\right\|_{2}^{2}-2 \eta \epsilon$ for any $t$, which implies $\left\|w_{t+1}-\bar{w}\right\|_{2}^{2} \rightarrow-\infty$, which is a contradiction.

QED.
Remark 2.1. The step size condition in eq. 2.23) holds if $f$ is (globally) $\beta$-smooth and $\eta \leq 1 / \beta$. There are also standard situations where $f$ merely obeys local smoothness over its sublevel sets; see for example Lemma 3.16, which considers empirical risk minimization with the exponential loss.

Below is our main result of this section.
Theorem 2.7. Suppose $f$ is convex, differentiable, bounded below by 0 , and its infimum is not attained, and the step size $\eta$ satisfies eq. 2.23) and $\eta \leq 1 /\left(2 f\left(w_{0}\right)\right)$. If $\lim _{t \rightarrow \infty} w_{t} /\left\|w_{t}\right\|_{2}=\bar{u}$ for some unit vector $\bar{u}$, then also $\lim _{B \rightarrow \infty} \bar{w}(B) / B=\bar{u}$.

Proof. The first observation is that for any $\epsilon>0$, there exists $B_{1}(\epsilon)>0$, such that for any GD iterate $w_{t}$ with $\left\|w_{t}\right\|_{2}>B_{1}(\epsilon)$, it holds that $\left\|\frac{w_{t}}{\left\|w_{t}\right\|_{2}}-\bar{u}\right\|_{2}<\epsilon$. Given any $\epsilon$, by our assumption, there exists $t_{1}$ such that $\left\|\frac{w_{t}}{\left\|w_{t}\right\|_{2}}-\bar{u}\right\|_{2}<\epsilon$ for any $t>t_{1}$. It is enough to let $B_{1}(\epsilon)=\max _{0 \leq t \leq t_{1}}\left\|w_{t}\right\|_{2}+1$.

Then we show that $\lim _{B \rightarrow \infty}\langle\bar{w}(B), \bar{u}\rangle \rightarrow \infty$. If this is not true, then there exists a constant $C>0$ such that there exists arbitrarily large $B$ with $\langle\bar{w}(B), \bar{u}\rangle<C$. Choose $B_{2}$
such that

$$
B_{2}>\max \left\{5\left(\left\|w_{0}\right\|_{2}+C+1\right), B_{1}\left(\frac{1}{4}\right)+1\right\}, \quad \text { and } \quad\left\langle\bar{w}\left(B_{2}\right), \bar{u}\right\rangle<C
$$

Let $t_{2}$ denote the first step such that $\left\|w_{t_{2}}\right\|_{2}>B_{2}-1$. Since $B_{2}-1>\left\|w_{0}\right\|_{2}$, we have $t_{2}>0$. Moreover, the conditions of Theorem 2.7 (i.e., eq. 2.23) and $\left.\eta \leq 1 /\left(2 f\left(w_{0}\right)\right)\right)$ implies

$$
\begin{align*}
\left\|w_{t_{2}}-w_{t_{2}-1}\right\|_{2}=\eta\left\|\nabla f\left(w_{t_{2}-1}\right)\right\|_{2}= & \sqrt{\eta^{2}\left\|\nabla f\left(w_{t_{2}-1}\right)\right\|_{2}^{2}} \\
& \leq \sqrt{2 \eta\left(f\left(w_{t_{2}-1}\right)-f\left(w_{t_{2}}\right)\right)}  \tag{2.26}\\
& \leq \sqrt{2 \eta f\left(w_{0}\right)} \leq 1
\end{align*}
$$

Therefore from the definition of $t_{2}$,

$$
\left\|w_{t_{2}}\right\|_{2} \leq\left\|w_{t_{2}-1}\right\|_{2}+\left\|w_{t_{2}}-w_{t_{2}-1}\right\|_{2} \leq B_{2}-1+1=B_{2} .
$$

By the definition of $t_{2}$ and $\bar{w}\left(B_{2}\right)$, we have $f\left(\bar{w}\left(B_{2}\right)\right) \leq f\left(w_{t}\right)$ for any $t \leq t_{2}$. Using eq. 2.24, we can show that

$$
\begin{equation*}
\left\|w_{t_{2}}-\bar{w}\left(B_{2}\right)\right\|_{2} \leq\left\|w_{0}-\bar{w}\left(B_{2}\right)\right\|_{2} \tag{2.27}
\end{equation*}
$$

On one hand,

$$
\begin{equation*}
\left\|w_{0}-\bar{w}\left(B_{2}\right)\right\|_{2} \leq\left\|w_{0}\right\|_{2}+\left\|\bar{w}\left(B_{2}\right)\right\|_{2}=\left\|w_{0}\right\|_{2}+B_{2} . \tag{2.28}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
\left\|w_{t_{2}}-\bar{w}\left(B_{2}\right)\right\|_{2}^{2} & =\left\|w_{t_{2}}\right\|_{2}^{2}+B_{2}^{2}-2\left\langle w_{t_{2}}, \bar{w}\left(B_{2}\right)\right\rangle \\
& =\left\|w_{t_{2}}\right\|_{2}^{2}+B_{2}^{2}-2\left\|w_{t_{2}}\right\|_{2}\left\langle\frac{w_{t_{2}}}{\left\|w_{t_{2}}\right\|_{2}}, \bar{w}\left(B_{2}\right)\right\rangle \\
& >\left(B_{2}-1\right)^{2}+B_{2}^{2}-2\left\|w_{t_{2}}\right\|_{2}\left\langle\frac{w_{t_{2}}}{\left\|w_{t_{2}}\right\|_{2}}, \bar{w}\left(B_{2}\right)\right\rangle .
\end{aligned}
$$

By the definition of $t_{2}$ and $B_{2}$, we have

$$
\left\|w_{t_{2}}\right\|_{2}>B_{2}-1>B_{1}\left(\frac{1}{4}\right)
$$

and thus $\left\|\frac{w_{t_{2}}}{\left\|t_{2}\right\|_{2}}-\bar{u}\right\|_{2}<1 / 4$. As a result,

$$
\left\langle\frac{w_{t_{2}}}{\left\|w_{t_{2}}\right\|_{2}}, \bar{w}\left(B_{2}\right)\right\rangle<\left\langle\bar{u}, \bar{w}\left(B_{2}\right)\right\rangle+\frac{1}{4} B_{2}<C+\frac{1}{4} B_{2},
$$

and

$$
\begin{align*}
\left\|w_{t_{2}}-\bar{w}\left(B_{2}\right)\right\|_{2}^{2} & >\left(B_{2}-1\right)^{2}+B_{2}^{2}-2\left\|w_{t_{2}}\right\|_{2} C-\frac{1}{2}\left\|w_{t_{2}}\right\|_{2} B_{2} \\
& \geq\left(B_{2}-1\right)^{2}+B_{2}^{2}-2 C B_{2}-\frac{1}{2} B_{2}^{2}>\frac{3}{2} B_{2}^{2}-2 C B_{2}-2 B_{2} . \tag{2.29}
\end{align*}
$$

Combining eqs. (2.27) to (2.29) gives

$$
\frac{3}{2} B_{2}^{2}-2 C B_{2}-2 B_{2}<\left\|w_{0}\right\|_{2}^{2}+2\left\|w_{0}\right\|_{2} B_{2}+B_{2}^{2}
$$

which implies

$$
B_{2}<4\left(\left\|w_{0}\right\|_{2}+C+1\right)+\frac{2\left\|w_{0}\right\|_{2}^{2}}{B_{2}}<4\left(\left\|w_{0}\right\|_{2}+C+1\right)+\left\|w_{0}\right\|_{2}<5\left(\left\|w_{0}\right\|_{2}+C+1\right),
$$

a contradiction.
Next we prove the claim that $\lim _{B \rightarrow \infty} \bar{w}(B) / B=\bar{u}$. If this is not true, then there exists $\delta>0$, such that there exists arbitrarily large $B$ with $\left\|\frac{\bar{\omega}(B)}{B}-\bar{u}\right\|_{2}>\delta$. Choose $B_{4}$ such that

$$
\left\|\frac{\bar{w}\left(B_{4}\right)}{B_{4}}-\bar{u}\right\|_{2}>\delta, \quad \text { and } \quad\left\langle\bar{w}\left(B_{4}\right), \bar{u}\right\rangle>B_{1}\left(\frac{\delta^{3}}{32}\right)+\left\|w_{0}\right\|_{2}+1, \quad \text { and } \quad B_{4}>\frac{32}{\delta^{3}} .
$$

Let $B_{3}:=\left\langle\bar{w}\left(B_{4}\right), \bar{u}\right\rangle$. By geometric arguments, we have

$$
\begin{equation*}
\left\|\bar{w}\left(B_{4}\right)-B_{4} \bar{u}\right\|_{2}-\left\|\bar{w}\left(B_{4}\right)-B_{3} \bar{u}\right\|_{2}>\frac{B_{4} \delta^{3}}{8} . \tag{2.30}
\end{equation*}
$$

Let $t_{3}$ denote the first step such that $\left\|w_{t_{3}}\right\|_{2}>B_{3}-1$. Since $B_{3}-1>\left\|w_{0}\right\|_{2}$, we have $t_{3}>0$, and similar to eq. (2.26) we can show that $\left\|w_{t_{3}}\right\|_{2} \leq B_{3}$. Since $B_{3}-1>B_{1}\left(\delta^{3} / 32\right)$, we have $\left\|\frac{w_{t_{3}}}{\left\|w_{t_{3}}\right\|_{2}}-\bar{u}\right\|_{2}<\delta^{3} / 32$. As a result,

$$
\begin{align*}
\left\|w_{t_{3}}-B_{3} \bar{u}\right\|_{2} & \leq\left\|w_{t_{3}}-\right\| w_{t_{3}}\left\|_{2} \bar{u}\right\|_{2}+\| \| w_{t_{3}}\left\|_{2} \bar{u}-B_{3} \bar{u}\right\|_{2} \\
& \leq\left\|w_{t_{3}}\right\|_{2} \frac{\delta^{3}}{32}+1 \leq \frac{B_{3} \delta^{3}}{32}+1 \leq \frac{B_{4} \delta^{3}}{32}+1 . \tag{2.31}
\end{align*}
$$

Similarly, let $t_{4}$ denote the first step such that $\left\|w_{t_{4}}\right\|_{2}>B_{4}-1$, we can show that $\left\|w_{t_{4}}\right\|_{2} \leq B_{4}$, and

$$
\begin{equation*}
\left\|w_{t_{4}}-B_{4} \bar{u}\right\|_{2} \leq \frac{B_{4} \delta^{3}}{32}+1 \tag{2.32}
\end{equation*}
$$

Combining eqs. (2.30) to 2.32) gives

$$
\begin{align*}
& \left\|\bar{w}\left(B_{4}\right)-w_{t_{4}}\right\|_{2}-\left\|\bar{w}\left(B_{4}\right)-w_{t_{3}}\right\|_{2} \\
\geq & \left\|\bar{w}\left(B_{4}\right)-B_{4} \bar{u}\right\|_{2}-\left\|B_{4} \bar{u}-w_{t_{4}}\right\|_{2}-\left\|\bar{w}\left(B_{4}\right)-B_{3} \bar{u}\right\|_{2}-\left\|B_{3} \bar{u}-w_{t_{3}}\right\|_{2} \\
\geq & \frac{B_{4} \delta^{3}}{8}-\frac{B_{4} \delta^{3}}{32}-1-\frac{B_{4} \delta^{3}}{32}-1  \tag{2.33}\\
= & \frac{B_{4} \delta^{3}}{16}-2>0
\end{align*}
$$

On the other hand, using eq. 2.30) and the triangle inequality,

$$
B_{4}-B_{3}=\left\|B_{4} \bar{u}-B_{3} \bar{u}\right\|_{2} \geq\left\|\bar{w}\left(B_{4}\right)-B_{4} \bar{u}\right\|_{2}-\left\|\bar{w}\left(B_{4}\right)-B_{3} \bar{u}\right\|_{2}>\frac{B_{4} \delta^{3}}{8}>4
$$

and thus $t_{4}>t_{3}$. Since $\left\|w_{t_{4}}\right\|_{2} \leq B_{4}$, by the definition of $t_{4}$ and $\bar{w}\left(B_{4}\right)$, we have $f\left(\bar{w}\left(B_{4}\right)\right) \leq$ $f\left(w_{t}\right)$ for any $t \leq t_{4}$. Since $t_{3}<t_{4}$, eq. 2.24) implies $\left\|\bar{w}\left(B_{4}\right)-w_{t_{4}}\right\|_{2} \leq\left\|\bar{w}\left(B_{4}\right)-w_{t_{3}}\right\|_{2}$, which contradicts eq. (2.33).

QED.

### 2.4.2 Convergence of regularization path implies Convergence of GD

From now on, we consider empirical risk minimization with binary classification. The training data is still assumed to be linearly separable, and the loss function $\ell$ is assumed to be convex, differentiable, and strictly decreasing to 0 , such as the exponential loss or logistic loss.

Linear separability and a strictly decreasing loss imply that the infimum of $\widehat{\mathcal{R}}$ is not attained, and thus Theorem 2.7 can be applied. However, we can show a stronger result: the GD path converges to a direction if and only if the regularization path converges to (the same) direction.

Theorem 2.8. Suppose the step size satisfies $\eta \leq 1 /\left(2 \widehat{\mathcal{R}}\left(w_{0}\right)\right)$ and

$$
\begin{equation*}
\widehat{\mathcal{R}}\left(w_{t+1}\right)-\widehat{\mathcal{R}}\left(w_{t}\right) \leq-\frac{\eta}{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{t}\right)\right\|_{2}^{2} \tag{2.34}
\end{equation*}
$$

for all $t \geq 0$. Then $\lim _{t \rightarrow \infty} w_{t} /\left\|w_{t}\right\|_{2}$ exists if and only if $\lim _{B \rightarrow \infty} \bar{w}(B) / B$ exists, and when
they exist they are the same.
The "if" part of Theorem 2.8 follows directly from Theorem 2.7. Next we give a proof of the "only if" part of Theorem 2.8.

In the remainder of this section, we assume that $\lim _{B \rightarrow \infty} \bar{w}(B) / B=\bar{u}$ for some unit vector $\bar{u}$, and define its margin as

$$
\bar{\gamma}:=\min _{1 \leq i \leq n} y_{i}\left\langle\bar{u}, x_{i}\right\rangle .
$$

Also recall that $\gamma^{*}$ denotes the maximum margin and $u^{*}$ denotes the maximum-margin solution. We first show that $\bar{\gamma}$ is always positive.

Lemma 2.14. It holds that $\bar{\gamma} \geq\left(\gamma^{*}\right)^{2} /(2 n)>0$.
Remark 2.2. Lemma 2.14 gives a worst-case lower bound on $\bar{\gamma}$ which holds for an arbitrary decreasing loss. The proof technique can also be adapted to a specific loss function. For example, if the loss function has a polynomial tail $a z^{-b}$, then $\lim _{B \rightarrow \infty} \bar{w}(B) / B$ exists (cf. Proposition 2.9), and we can prove an $\Omega\left(n^{-1 /(b+1)}\right)$ lower bound on $\bar{\gamma}$. Moreover, there exists a dataset on which this lower bound is tight (cf. Proposition 2.10).

To prove Lemma 2.14, we first need the following result.
Lemma 2.15. It holds that

$$
\frac{\bar{w}(B)}{B}=-\frac{\nabla \widehat{\mathcal{R}}(\bar{w}(B))}{\|\nabla \widehat{\mathcal{R}}(\bar{w}(B))\|_{2}}
$$

Conversely, if $\|w\|_{2}=B$ and $w / B=-\nabla \widehat{\mathcal{R}}(w) /\|\nabla \widehat{\mathcal{R}}(w)\|_{2}$, then $w=\bar{w}(B)$.
Proof. By the first order optimality conditions, $w=\bar{w}(B)$ if and only if for any $w^{\prime}$ with $\left\|w^{\prime}\right\|_{2} \leq B$, it holds that

$$
\begin{equation*}
\left\langle\nabla \widehat{\mathcal{R}}(w), w^{\prime}-w\right\rangle \geq 0 \tag{2.35}
\end{equation*}
$$

Since the infimum of $\widehat{\mathcal{R}}$ is not attained, the gradient $\nabla \widehat{\mathcal{R}}(w)$ is always nonzero. The structure of the $\ell_{2}$ ball implies that eq. (2.35) holds if and only if $\|w\|_{2}=B$ and $w / B=$ $-\nabla \widehat{\mathcal{R}}(w) /\|\nabla \widehat{\mathcal{R}}(w)\|_{2}$.

QED.
Now we can prove Lemma 2.14 .

Proof of Lemma 2.14. Since $\bar{w}(B) / B \rightarrow \bar{u}$, the margin of $\bar{w}(B) / B$ converges to the margin of $\bar{u}$. For large enough $B$, the risk $\widehat{\mathcal{R}}(\bar{w}(B)) \leq \ell(0) / n$, which implies $\bar{w}(B) / B$ has a nonnegative margin, and thus $\bar{u}$ also has a nonnegative margin.

The proof of Lemma 2.14 is by contradiction. Given $\epsilon:=\left(\gamma^{*}\right)^{2} /(2 n)$, suppose there exists $B_{0}>0$, such that for any $B \geq B_{0}$, the margin of $\bar{w}(B) / B$ is no larger than $\epsilon$. We will derive a contradiction, which implies that the margin of $\bar{u}$ is at least $\left(\gamma^{*}\right)^{2} /(2 n)$.

For any $B>0$, Lemma 2.15 ensures that

$$
\begin{equation*}
-\left\langle\frac{\bar{w}(B)}{B}, \nabla \widehat{\mathcal{R}}(\bar{w}(B))\right\rangle=\|\nabla \widehat{\mathcal{R}}(\bar{w}(B))\|_{2} \tag{2.36}
\end{equation*}
$$

For simplicity, let $z_{i}:=y_{i} x_{i}$. The left hand side of eq. 2.36) can be rewritten as

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}-\ell^{\prime}\left(\left\langle\bar{w}(B), z_{i}\right\rangle\right)\left\langle\frac{\bar{w}(B)}{B}, z_{i}\right\rangle \tag{2.37}
\end{equation*}
$$

while the right hand side of eq. (2.36) can be bounded below as

$$
\begin{equation*}
\|\nabla \widehat{\mathcal{R}}(\bar{w}(B))\|_{2} \geq\left\langle-\nabla \widehat{\mathcal{R}}(\bar{w}(B)), u^{*}\right\rangle \geq \frac{1}{n} \sum_{i=1}^{n}-\ell^{\prime}\left(\left\langle\bar{w}(B), z_{i}\right\rangle\right) \gamma^{*} \tag{2.38}
\end{equation*}
$$

Let $H$ denote the set of data points on which $\bar{w}(B) / B$ has margin larger than $\gamma^{*}$, and suppose without loss of generality that $\bar{w}(B) / B$ achieves its minimum margin on $z_{1}$. It follows from eqs. (2.36) to (2.38) that

$$
\begin{align*}
\sum_{z_{i} \in H}-\ell^{\prime}\left(\left\langle\bar{w}(B), z_{i}\right\rangle\right)\left(\left\langle\frac{\bar{w}(B)}{B}, z_{i}\right\rangle-\gamma^{*}\right) & \geq \sum_{z_{i} \notin H}-\ell^{\prime}\left(\left\langle\bar{w}(B), z_{i}\right\rangle\right)\left(\gamma^{*}-\left\langle\frac{\bar{w}(B)}{B}, z_{i}\right\rangle\right) \\
& \geq-\ell^{\prime}\left(\left\langle\bar{w}(B), z_{1}\right\rangle\right)\left(\gamma^{*}-\left\langle\frac{\bar{w}(B)}{B}, z_{1}\right\rangle\right) \tag{2.39}
\end{align*}
$$

Now consider $B \geq B_{0}$, which implies $\left\langle\bar{w}(B) / B, z_{1}\right\rangle \leq \epsilon$. Since $\epsilon<\gamma^{*} / 2$, and $\left\|z_{i}\right\|_{2} \leq 1$, eq. (2.39) implies $-n \ell^{\prime}\left(B \gamma^{*}\right) \geq-\ell^{\prime}(B \epsilon)\left(\gamma^{*}-\epsilon\right) \geq-\ell^{\prime}(B \epsilon) \gamma^{*} / 2$, and thus

$$
\begin{equation*}
\frac{-\ell^{\prime}(B \epsilon)}{-\ell^{\prime}\left(B \gamma^{*}\right)} \leq \frac{2 n}{\gamma^{*}} \tag{2.40}
\end{equation*}
$$

for all $B \geq B_{0}$. Let $\alpha:=B_{0} \epsilon=B_{0}\left(\gamma^{*}\right)^{2} /(2 n)$, and $\lambda:=2 n / \gamma^{*}$, then it means for all $z \geq \alpha$, we have $-\ell^{\prime}(z) \leq-\ell^{\prime}(\lambda z) \lambda$.

Therefore for any $k \geq 1$, we have

$$
\int_{\alpha \lambda^{k}}^{\alpha \lambda^{k+1}}-\ell^{\prime}(z) \mathrm{d} z=\int_{\alpha \lambda^{k-1}}^{\alpha \lambda^{k}}-\ell^{\prime}(\lambda y) \lambda \mathrm{d} y \geq \int_{\alpha \lambda^{k-1}}^{\alpha \lambda^{k}}-\ell^{\prime}(y) \mathrm{d} y
$$

where eq. 2.40) is used. By induction, we have

$$
\int_{\alpha \lambda^{k}}^{\alpha \lambda^{k+1}}-\ell^{\prime}(z) \mathrm{d} z \geq \int_{\alpha}^{\alpha \lambda}-\ell^{\prime}(z) \mathrm{d} z>0 .
$$

As a result,

$$
\int_{\alpha}^{\infty}-\ell^{\prime}(z) \mathrm{d} z=\infty
$$

which is contradiction, since $\int_{\alpha}^{\infty}-\ell^{\prime}(z) \mathrm{d} z=\ell(\alpha)$ should be finite.
QED.
Next we can show that to minimize the risk, it is almost optimal to move along the direction of $\bar{u}$, thanks to its positive margin.

Lemma 2.16. Given any $\alpha>0$, there exists $\rho(\alpha)>0$, such that for any $w$ with $\|w\|_{2}>\rho(\alpha)$, it holds that

$$
\widehat{\mathcal{R}}\left((1+\alpha)\|w\|_{2} \bar{u}\right) \leq \widehat{\mathcal{R}}(w) .
$$

Proof of Lemma 2.16. Since $\lim _{B \rightarrow \infty} \bar{w}(B) / B=\bar{u}$, we can choose $\rho(\alpha)$ large enough such that for any $w$ with $\|w\|_{2}>\rho(\alpha)$, it holds that

$$
\|\bar{w}(\|w\|) /\| w\left\|_{2}-\bar{u}\right\| \leq \alpha \bar{\gamma} .
$$

In this case, for any $1 \leq i \leq n$,

$$
\begin{aligned}
y_{i}\left\langle\bar{w}\left(\|w\|_{2}\right), x_{i}\right\rangle & =y_{i}\left\langle\bar{w}\left(\|w\|_{2}\right)-\|w\|_{2} \bar{u}, x_{i}\right\rangle+y_{i}\left\langle\|w\|_{2} \bar{u}, x_{i}\right\rangle \\
& \leq \alpha \bar{\gamma}\|w\|_{2}+y_{i}\left\langle\|w\|_{2} \bar{u}, x_{i}\right\rangle \\
& \leq y_{i}\left\langle(1+\alpha)\|w\|_{2} \bar{u}, x_{i}\right\rangle .
\end{aligned}
$$

As a result,

$$
\widehat{\mathcal{R}}\left((1+\alpha)\|w\|_{2} \bar{u}\right) \leq \widehat{\mathcal{R}}\left(\bar{w}\left(\|w\|_{2}\right)\right) \leq \widehat{\mathcal{R}}(w)
$$

QED.

Now we are ready to prove the "only if" part of Theorem 2.8.
Proof of Theorem 2.8, the "only if" part. Given any $\epsilon \in(0,1)$, let $\alpha$ satisfy $1 /(1+\alpha)=1-\epsilon$ (i.e., let $\alpha=\epsilon /(1-\epsilon))$. Since $\lim _{t \rightarrow \infty}\left\|w_{t}\right\|_{2}=\infty$, we can choose a step $t_{0}$ such that for any $t \geq t_{0}$, it holds that $\left\|w_{t}\right\|_{2}>\max \{\rho(\alpha), 1\}$, where $\rho$ is given by Lemma 2.16.

Now for any $t \geq t_{0}$, using the convexity of $\widehat{\mathcal{R}}$ and Lemma 2.16, we have

$$
\left\langle\nabla \widehat{\mathcal{R}}\left(w_{t}\right), w_{t}-(1+\alpha)\left\|w_{t}\right\|_{2} \bar{u}\right\rangle \geq \widehat{\mathcal{R}}\left(w_{t}\right)-\widehat{\mathcal{R}}\left((1+\alpha)\left\|w_{t}\right\|_{2} \bar{u}\right) \geq 0
$$

meaning

$$
\left\langle\nabla \widehat{\mathcal{R}}\left(w_{t}\right), w_{t}\right\rangle \geq(1+\alpha)\left\|w_{t}\right\|_{2}\left\langle\nabla \widehat{\mathcal{R}}\left(w_{t}\right), \bar{u}\right\rangle .
$$

Consequently,

$$
\begin{aligned}
\left\langle w_{t+1}-w_{t}, \bar{u}\right\rangle=\left\langle-\eta \nabla \widehat{\mathcal{R}}\left(w_{t}\right), \bar{u}\right\rangle & \geq\left\langle-\eta \nabla \widehat{\mathcal{R}}\left(w_{t}\right), w_{t}\right\rangle \frac{1}{(1+\alpha)\left\|w_{t}\right\|_{2}} \\
& =\left\langle w_{t+1}-w_{t}, w_{t}\right\rangle \frac{1}{(1+\alpha)\left\|w_{t}\right\|_{2}} \\
& =\left(\frac{1}{2}\left\|w_{t+1}\right\|_{2}^{2}-\frac{1}{2}\left\|w_{t}\right\|_{2}^{2}-\frac{1}{2}\left\|w_{t+1}-w_{t}\right\|_{2}^{2}\right) \frac{1}{(1+\alpha)\left\|w_{t}\right\|_{2}}
\end{aligned}
$$

On one hand, we have

$$
\left(\frac{1}{2}\left\|w_{t+1}\right\|_{2}^{2}-\frac{1}{2}\left\|w_{t}\right\|_{2}^{2}\right) /\left\|w_{t}\right\|_{2} \geq\left\|w_{t+1}\right\|_{2}-\left\|w_{t}\right\|_{2}
$$

On the other hand, using the step size condition in eq. (2.34), we have

$$
\frac{\left\|w_{t+1}-w_{t}\right\|_{2}^{2}}{2(1+\alpha)\left\|w_{t}\right\|_{2}} \leq \frac{\left\|w_{t+1}-w_{t}\right\|_{2}^{2}}{2}=\frac{\eta^{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{t}\right)\right\|_{2}^{2}}{2} \leq \eta\left(\widehat{\mathcal{R}}\left(w_{t}\right)-\widehat{\mathcal{R}}\left(w_{t+1}\right)\right)
$$

As a result,

$$
\left\langle w_{t}-w_{t_{0}}, \bar{u}\right\rangle \geq \frac{\left\|w_{t}\right\|_{2}-\left\|w_{t_{0}}\right\|_{2}}{1+\alpha}-\eta \widehat{\mathcal{R}}\left(w_{t_{0}}\right)=(1-\epsilon)\left(\left\|w_{t}\right\|-\left\|w_{t_{0}}\right\|_{2}\right)-\eta \widehat{\mathcal{R}}\left(w_{t_{0}}\right),
$$

meaning

$$
\left\langle\frac{w_{t}}{\left\|w_{t}\right\|_{2}}, \bar{u}\right\rangle \geq 1-\epsilon+\frac{\left\langle w_{t_{0}}, \bar{u}\right\rangle-(1-\epsilon)\left\|w_{t_{0}}\right\|_{2}-\eta \widehat{\mathcal{R}}\left(w_{t_{0}}\right)}{\left\|w_{t}\right\|_{2}} .
$$

Consequently,

$$
\liminf _{t \rightarrow \infty}\left\langle\frac{w_{t}}{\left\|w_{t}\right\|_{2}}, \bar{u}\right\rangle \geq 1-\epsilon
$$

Since $\epsilon$ is arbitrary, we get $w_{t} /\left\|w_{t}\right\|_{2} \rightarrow \bar{u}$.
QED.

### 2.4.3 Applications

Here we briefly review some applications of Theorem 2.8; the detailed proofs can be found in [22].

Theorem 2.8 says that the GD path and regularization path converge to the same direction if either of them converges to a direction. Moreover, the regularization path is independent of the optimization algorithm, and thus easier to study. Here are some examples where $\bar{w}(B) / B$ converges.

A classical example is that if the loss has an exponential tail, then the regularization path converges to the maximum-margin direction (see [46], for the case of $\ell_{1}$ regularization). It turns out that this is also true if the loss has a polynomial tail.

Proposition 2.9 ([22], Proposition 11). If for some $a, b>0$,

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{-\ell^{\prime}(z)}{a z^{-b}}=1 \tag{2.41}
\end{equation*}
$$

then $\lim _{B \rightarrow \infty} \bar{w}(B) / B$ exists.
Moreover, it is indeed possible for a polynomial-tailed loss to induce a sub-optimal margin.

Proposition 2.10 ([22], Proposition 12). For any $b>0$, consider a loss function $\ell$ which equals $z^{-b}$ for $z \geq 1$. There exists a dataset on which the maximum margin is a universal constant, while the regularization path with $\ell$ converges to a direction which has margin $\Theta\left(n^{-1 /(b+1)}\right)$.

Finally, Figure 2.1 gives some empirical results.

### 2.5 ADDITIONAL RELATED WORK

The first concrete studies showing an implicit bias of descent methods were for the $\ell_{1}$ regularized case. Coordinate descent, when paired with the exponential loss, is implicitly


Figure 2.1: Behavior of gradient descent and regularization path for three losses: the exponential loss $\exp (-z)$, and two polynomially-tailed losses $(1+z)^{-1}$ and $(1+z)^{-2}$ (with a quadratic extension along $z<0$ for smoothness). The data has one negative (red) point cloud, and two positive (blue) point clouds; the upper positive cloud pulls the predictors trained with polynomially-tailed losses away from the maximum-margin direction, which points straight to the right.
biased towards $\ell_{1}$-regularized solutions. This observation is the result of separate lines of work on descent methods and on regularization methods. On one hand, AdaBoost was shown to exhibit positive margins, meaning its predictions are not only correct, but in a certain sense robust [47]; indeed, with some further care on the descent step sizes, AdaBoost finds maximum-margin solutions [18, 48]. On the other hand, the $\ell_{1}$-regularized solutions also converge to maximum-margin solutions as regularization strength is taken to 0 [46, 49].

On the implicit bias, [50] characterized the implicit bias of many other algorithms, such as mirror descent and natural gradient descent. [51] proved margin maximization for SGD. [52] also considered the relationship between GD iterates and regularization path, however they either focus on strongly convex objectives or margin-maximizing losses such as the exponential loss. [53, 54] analyzed the implicit bias in the adversarial training setting. [55] showed that momentum SGD and Adam also maximize the margin.

## Chapter 3: Linear classifiers with general data

In the previous chapter, we focus on linear separable data. In this chapter, we will consider general data that may not be linearly separable.

First, in the distributional setting, we will consider the agnostic learning problem, where the optimal linear classifier can achieve a zero-one risk of OPT $>0$, and our goal is to compete with OPT. Previously, for a certain broad class of "well-behaved" distributions, [24] proved an $\widetilde{\Omega}(\mathrm{OPT})$ lower bound, while [25] proved an $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound. In Section 3.1, we close this gap by constructing a well-behaved distribution on which the global minimizer of the logistic risk only achieves $\Omega(\sqrt{\mathrm{OPT}})$ zero-one risk (cf. Theorem 3.1), matching the upper bound in [25]. On the other hand, we also show that we can overcome the $\Omega(\sqrt{\text { OPT }})$ lower bound for logistic loss simply at the cost of one additional convex optimization step with the ReLU loss and attain $\widetilde{O}(\mathrm{OPT})$ zero-one risk (cf. Theorem 3.2). This two-step convex optimization algorithm is simpler than previous methods obtaining this guarantee, all of which require solving $O(\log (1 / \mathrm{OPT}))$ minimization problems.

Second, we characterize the implicit bias of GD for general training data in Section 3.2, We show that the GD iterates are biased to follow a unique ray defined by the data: on the one hand, the direction of this ray is the maximum-margin predictor of a maximal linearly-separable subset of the data, and GD iterates converge to this ray in direction. On the other hand, this ray does not pass through the origin in general, and its offset is the bounded global optimum of the risk over the remaining data, and GD recovers this offset. This decomposition of training set is described formally in Theorem 3.3, while the implicit bias result is stated in Theorem 3.5.

### 3.1 AGNOSTIC LEARNING WITH THE LOGISTIC AND RELU LOSS

As before, we assume there is an unknown distribution $P$ over $\mathbb{R}^{d} \times\{-1,+1\}$ to which we have access in the form of independent and identically distributed samples drawn from $P$. Our goal is to compete with a linear classifier $\bar{u}$ that achieves the optimal zero-one risk of OPT $>0$ over $P$. Alternatively, we can think that the labels of the examples are first generated by $\bar{u}$, and then an OPT fraction of the labels are adversarially corrupted.

A very natural heuristic for solving the problem is to use logistic regression. However, the analysis of logistic regression for this problem is still largely incomplete, even though it is one of the most fundamental algorithms in machine learning. One reason for this is that it can return extremely poor solutions in the worst case: [56] showed that the minimizer of logistic
risk may attain a zero-one risk of 1 - OPT on an adversarially-constructed distribution.
As a result, much attention has been devoted to certain "well-behaved" distributions (see Assumption 3.1 for a subset of these conditions), for which much better results can be obtained. However, even under the "well-behaved" conditions, for any convex, nonincreasing, and nonconstant loss function, [24] proved an $\Omega($ OPT $\ln (1 / \mathrm{OPT}))$ lower bound for $\log$ concave marginals and an $\Omega\left(\mathrm{OPT}^{1-1 / s}\right)$ lower bound for $s$-heavy-tailed marginals. On the positive side, [25] assumed $P_{x}$ satisfies a "soft-margin" condition: for anti-concentrated marginals such as isotropic log-concave marginals, this assumes $\operatorname{Pr}(|\langle\bar{u}, x\rangle| \leq \gamma)=O(\gamma)$ for any $\gamma>0$. For sub-exponential distributions with soft-margins, they proved an $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound for gradient descent on the logistic loss, which can be improved to $O(\sqrt{\mathrm{OPT}})$ for bounded distributions. Note that these upper bounds and the lower bounds in [24] do not match: if $P_{x}$ is sub-exponential, then [24] only gave an $\widetilde{\Omega}(\mathrm{OPT})$ lower bound, while if $P_{x}$ is $s$-heavy-tailed, then the upper bound in [25] becomes worse.

Here we first construct a distribution $Q$ over $\mathbb{R}^{2} \times\{-1,+1\}$, and prove a lower bound for logistic regression that matches the upper bound in [25], thereby closing the gap in [24, 25] (cf. Theorem 3.1). On the other hand, we describe a simple two-phase algorithm that achieves $\widetilde{O}(\mathrm{OPT})$ error for general well-behaved distributions (cf. Theorem 3.2). Our two-phase algorithm involves logistic regression followed by SGD with the ReLU loss (i.e., the perceptron algorithm) with a restricted domain and warm start. Our algorithm is simple and sample-efficient: the output is guaranteed to have $O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)$ zero-one risk using only $\widetilde{O}\left(d / \epsilon^{2}\right)$ samples. By contrast, [24] designed a nonconvex algorithm that achieves $O(\mathrm{OPT}+\epsilon)$ risk, but they need $\widetilde{O}\left(d / \epsilon^{4}\right)$ samples; other prior algorithms achieving $O(\mathrm{OPT}+\epsilon)$ error also involve solving multiple rounds of convex loss minimization [23, 57].

The contents in this section is based on [26]. In this paper, we also proved an $\widetilde{O}(\mathrm{OPT})$ upper bound for logistic regression under a radially-Lipschitz condition; it is omitted here.

Additional related work. The problem of agnostic learning of halfspaces has a long and rich history [58]. Here we survey the results most relevant to our work. It is well known that in the distribution independent setting, even weak agnostic learning is computationally hard [59, 60, 61]. As a result most algorithmic results have been obtained under assumptions on the marginal distribution $P_{x}$ over the examples.

The work of 62] designed algorithms that achieve OPT $+\epsilon$ error for any $\epsilon>0$ in time $d^{\text {poly }\left(\frac{1}{\epsilon}\right)}$ for isotropic log-concave densities and for the uniform distribution over the hypercube. There is also recent evidence that removing the exponential dependence on $1 / \epsilon$, even for Gaussian marginals is computationally hard [63, 64, 65].

As a result, another line of work aims to design algorithms with polynomial running time
and sample complexity (in $d$ and $\frac{1}{\epsilon}$ ) and achieve an error of $g(\mathrm{OPT})+\epsilon$, for $g$ being a simple function. Along these lines [66] designed a polynomial-time algorithm that attains $\widetilde{O}\left(\mathrm{OPT}^{1 / 3}\right)+\epsilon$ zero-one risk for isotropic log-concave distributions. [23] improved the upper bound to $O(\mathrm{OPT})+\epsilon$, using a localization-based algorithm. [67] further extended the algorithm to more general $s$-concave distributions. The work of [57] provided a PTAS guarantee: an error of $(1+\eta)$ OPT $+\epsilon$ for any desired constant $\eta>0$ via an improper learner.

Previously, 68] showed that stochastic gradient descent on a two-layer leaky ReLU network of any width achieves $\widetilde{O}(\sqrt{\mathrm{OPT}})$ zero-one risk, where OPT still denotes the best zero-one risk of a linear classifier. On the other hand, [27] showed that a wide two-layer ReLU network can even achieve the optimal Bayes risk, but their required width depends on a complexity measure that may be exponentially large in the worst case. It is an interesting open problem to see if a network with a reasonable width always reach a zero-one risk of $O$ (OPT).

Additional notation. Given $r>0$, let $\mathcal{B}(r):=\left\{x \mid\|x\|_{2} \leq r\right\}$ denote the Euclidean ball with radius $r$. Given two nonzero vectors $u$ and $v$, let $\varphi(u, v) \in[0, \pi]$ denote the angle between them.

Given a data distribution $P$ over $\mathbb{R}^{d} \times\{-1,+1\}$, let $P_{x}$ denote the marginal distribution of $P$ on the feature space $\mathbb{R}^{d}$. We will frequently need the projection of the input features onto a two-dimensional subspace $V$; in such cases, it will be convenient to use polar coordinates $(r, \theta)$ for the associated calculations, such as parameterizing the density with respect to the Lebesgue measure as $p_{V}(r, \theta)$.

To be precise, given a nonincreasing loss function $\ell: \mathbb{R} \rightarrow \mathbb{R}$, let $\mathcal{R}_{\ell}$ and $\widehat{\mathcal{R}}_{\ell}$ denote the corresponding population and empirical risk. We will focus on the logistic loss the ReLU loss. For the logistic loss, let $\mathcal{R}_{\log }:=\mathcal{R}_{\ell_{\log }}$ and $\widehat{\mathcal{R}}_{\log }:=\widehat{\mathcal{R}}_{\ell_{\mathrm{log}}}$ for simplicity; for the ReLU loss, let $\mathcal{R}_{\mathrm{r}}:=\mathcal{R}_{\ell_{\mathrm{r}}}$ and $\widehat{\mathcal{R}}_{\mathrm{r}}:=\widehat{\mathcal{R}}_{\ell_{\mathrm{r}}}$ similarly. Recall that $\mathcal{R}_{0-1}(w):=\operatorname{Pr}_{(x, y) \sim P}(y \neq \operatorname{sign}(\langle w, x\rangle))$ denote the population zero-one risk.

### 3.1.1 An $\Omega(\sqrt{\mathrm{OPT}})$ lower bound for logistic loss

In this subsection, we construct a distribution $Q$ over $\mathbb{R}^{2} \times\{-1,+1\}$ which satisfies standard regularity conditions in [24, 25], but the global minimizer $w^{*}$ of the population logistic risk $\mathcal{R}_{\log }$ on $Q$ only achieves a zero-one risk of $\Omega(\sqrt{\mathrm{OPT}})$. Our focus on the global logistic optimizer is motivated by the lower bounds from [24]; in particular, this means that the large classification error is not caused by the sampling error.

The distribution $Q$ has four parts $Q_{1}, Q_{2}, Q_{3}$, and $Q_{4}$, as described below. It can be verified that if $\mathrm{OPT} \leq 1 / 16$, the construction is valid.


Figure 3.1: An illustration of $Q$ when $\mathrm{OPT}=1 / 16$. Red areas denote positive examples, while blue areas denote negative examples. The parts $Q_{1}, Q_{2}$ and $Q_{3}$ are marked in the figure, while $Q_{4}$ is supported on the unit circle and marked by horizontal lines.

1. The feature distribution of $Q_{1}$ consists of two squares: one has edge length $\sqrt{\frac{\mathrm{OPT}}{2}}$, center $\left(\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right)$ and density 1 , with label -1 ; the other has edge length $\sqrt{\frac{\mathrm{OPT}}{2}}$, center $\left(-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)$, density 1 , with label +1 .
2. The feature distribution of $Q_{2}$ is supported on

$$
([0, \sqrt{\mathrm{OPT}}] \times[0,1]) \cup([-\sqrt{\mathrm{OPT}}, 0] \times[-1,0])
$$

with density 1 , and the label is given by $\operatorname{sign}\left(x_{1}\right)$.
3. Let $q_{3}:=\frac{2}{3} \sqrt{\mathrm{OPT}}(1-\mathrm{OPT})$, then $Q_{3}$ consists of two squares: one has edge length $\sqrt{\frac{q_{3}}{2}}$, center $(1,0)$, density 1 and label +1 , and the other has edge length $\sqrt{\frac{q_{3}}{2}}$, center $(-1,0)$, density 1 and label -1 .
4. The feature distribution of $Q_{4}$ is the uniform distribution over the unit ball $\mathcal{B}(1):=$ $\{x \mid\|x\| \leq 1\}$ with density $q_{4}:=\frac{1-\mathrm{OPT}-2 \sqrt{\mathrm{OPT}}-q_{3}}{\pi}$, and the label is given by $\operatorname{sign}\left(x_{1}\right)$.

Note that the correct label is given by $\operatorname{sign}\left(x_{1}\right)$ on $Q_{2}, Q_{3}$ and $Q_{4}$; therefore $\bar{u}:=(1,0)$ is our ground-truth solution that is only wrong on $Q_{1}$. Here is our lower bound result.

Theorem 3.1. Suppose OPT $\leq 1 / 100$, and let $Q_{x}$ denote the marginal distribution of $Q$ on the feature space. It holds that $\mathbb{E}_{x \sim Q_{x}}[x]=0$, and $\mathbb{E}_{x \sim Q_{x}}\left[x_{1} x_{2}\right]=0$, and $\mathbb{E}_{x \sim Q_{x}}\left[x_{1}^{2}-x_{2}^{2}\right]=0$. Moreover, the population logistic risk $\mathcal{R}_{\log }$ has a global minimizer $w^{*}$, and

$$
\mathcal{R}_{0-1}\left(w^{*}\right)=\operatorname{Pr}\left(y \neq \operatorname{sign}\left(\left\langle w^{*}, x\right\rangle\right)\right) \geq \frac{\sqrt{\mathrm{OPT}}}{60 \pi}
$$

We can normalize $Q_{x}$ to unit variance and make it isotropic. Then it is easy to verify $Q_{x}$ satisfies the "well-behaved" conditions in [24], and the "soft-margin" and "sub-exponential" conditions in [25]. Particularly, our lower bound matches the upper bound in 25].

Next we prove Theorem 3.1. First, we bound the density and support of $Q_{x}$.
Lemma 3.1. If OPT $\leq \frac{1}{100}$, then it holds that $q_{3} \leq \frac{1}{15}$, and $\frac{1}{2 \pi} \leq q_{4} \leq \frac{1}{\pi}$. As a result, $Q_{x}$ is supported on $\mathcal{B}(2):=\left\{x \mid\|x\|_{2} \leq 2\right\}$ with its density bounded by 2 .

Proof. For $q_{3}$, we have

$$
q_{3}=\frac{2}{3} \sqrt{\mathrm{OPT}}(1-\mathrm{OPT}) \leq \frac{2}{3} \sqrt{\mathrm{OPT}} \leq \frac{2}{3} \frac{1}{10}=\frac{1}{15}
$$

For $Q_{4}$, its total measure can be bounded as below:

$$
1-\mathrm{OPT}-2 \sqrt{\mathrm{OPT}}-q_{3} \geq 1-\frac{1}{100}-\frac{2}{10}-\frac{1}{15} \geq \frac{1}{2}
$$

therefore $q_{4} \geq \frac{1}{2 \pi}$. The upper bound $q_{4} \leq \frac{1}{\pi}$ is trivial.
On the support of $Q_{x}$, note that for $Q_{1}$, the largest $\ell_{2}$ norm is given by

$$
1+\frac{\sqrt{2}}{2} \sqrt{\frac{\mathrm{OPT}}{2}} \leq 1+\frac{1}{20} \leq 2
$$

For $Q_{2}$, the largest $\ell_{2}$ norm can be bounded by

$$
1+\sqrt{\mathrm{OPT}} \leq 1+\frac{1}{10} \leq 2
$$

For $Q_{3}$, the largest $\ell_{2}$ norm can be bounded by

$$
1+\frac{\sqrt{2}}{2} \sqrt{\frac{q_{3}}{2}} \leq 1+\frac{1}{2} \sqrt{\frac{1}{15}} \leq 2
$$

Finally, it is easy to verify that if $\mathrm{OPT} \leq \frac{1}{100}$, then $Q_{1}, Q_{2}$ and $Q_{3}$ do not overlap, therefore the density of $Q$ is bounded by $1+\frac{1}{\pi} \leq 2$.

QED.
The following fact is need in the proof of isotropy; its proof is straightforward and omitted.

Lemma 3.2. It holds that

$$
\int_{a-\frac{\delta}{2}}^{a+\frac{\delta}{2}} \int_{b-\frac{\delta}{2}}^{b+\frac{\delta}{2}} x y \mathrm{~d} y \mathrm{~d} x=a b \delta^{2}, \quad \text { and } \quad \int_{a-\frac{\delta}{2}}^{a+\frac{\delta}{2}} \int_{b-\frac{\delta}{2}}^{b+\frac{\delta}{2}}\left(x^{2}-y^{2}\right) \mathrm{d} y \mathrm{~d} x=\left(a^{2}-b^{2}\right) \delta^{2}
$$

Then we can prove that $Q$ is isotropic up to a multiplicative factor.
Lemma 3.3. It holds that $\mathbb{E}_{x \sim Q_{x}}[x]=0$, and $\mathbb{E}_{x \sim Q_{x}}\left[x_{1} x_{2}\right]=0$, and $\mathbb{E}_{x \sim Q_{x}}\left[x_{1}^{2}-x_{2}^{2}\right]=0$.
Proof. It follows from the symmetry of $Q$ that $\mathbb{E}_{x \sim Q_{x}}[x]=0$.
To verify $\mathbb{E}_{x \sim Q_{x}}\left[x_{1} x_{2}\right]=0$, note that the expectation of $x_{1} x_{2}$ is 0 on $Q_{3}$ and $Q_{4}$, and thus we only need to check $Q_{1}$ and $Q_{2}$. First, due to Lemma 3.2 , we have

$$
\mathbb{E}_{(x, y) \sim Q_{1}}\left[x_{1} x_{2}\right]=-\frac{\mathrm{OPT}}{2}
$$

Additionally,

$$
\mathbb{E}_{(x, y) \sim Q_{2}}\left[x_{1} x_{2}\right]=2 \int_{0}^{\sqrt{\mathrm{OPT}}} \int_{0}^{1} x_{1} x_{2} \mathrm{~d} x_{2} \mathrm{~d} x_{1}=\frac{\mathrm{OPT}}{2}
$$

Therefore $\mathbb{E}_{x \sim Q_{x}}\left[x_{1} x_{2}\right]=0$.
Finally, note that the expectation of $x_{1}^{2}-x_{2}^{2}$ is 0 on $Q_{1}$ due to Lemma 3.2, and also 0 on $Q_{4}$ due to symmetry; therefore we only need to consider $Q_{2}$ and $Q_{3}$. We have

$$
\mathbb{E}_{(x, y) \sim Q_{2}}\left[x_{1}^{2}-x_{2}^{2}\right]=2 \int_{0}^{\sqrt{\mathrm{OPT}}} \int_{0}^{1}\left(x_{1}^{2}-x_{2}^{2}\right) \mathrm{d} x_{2} \mathrm{~d} x_{1}=\frac{2}{3} \mathrm{OPT}^{3 / 2}-\frac{2}{3} \sqrt{\mathrm{OPT}}=-q_{3} .
$$

Since $\mathbb{E}_{(x, y) \sim Q_{3}}\left[x_{1}^{2}-x_{2}^{2}\right]=q_{3}$ by Lemma 3.2 , it follows that $\mathbb{E}_{x \sim Q_{x}}\left[x_{1}^{2}-x_{2}^{2}\right]=0 . \quad$ QED.
Next we prove the risk lower bound. We only need to show that $\varphi\left(\bar{u}, w^{*}\right)$, the angle between $\bar{u}$ and $w^{*}$, is $\Omega(\sqrt{\mathrm{OPT}})$, since it then follows that $w^{*}$ is wrong on an $\Omega(\sqrt{\mathrm{OPT}})$ fraction of $Q_{4}$, which is enough since $Q_{4}$ accounts for more than half of the distribution $Q$. The first step is to show that by moving along the direction of $\bar{u}$ by a distance of $\Theta\left(\frac{1}{\sqrt{\mathrm{OPT}}}\right)$, we can achieve a logistic risk of $O(\sqrt{\mathrm{OPT}})$. For simplicity, in the remaining part of this subsection, we let $\mathcal{R}$ denote $\mathcal{R}_{\log }$. For $i=1,2,3,4$, we also let $\mathcal{R}_{i}(w):=\mathbb{E}_{(x, y) \sim Q_{i}}\left[\ell_{\log }(y\langle w, x\rangle)\right]$, and thereby $\mathcal{R}(w):=\sum_{i=1}^{4} \mathcal{R}_{i}(w)$.

Lemma 3.4. Suppose OPT $\leq 1 / 100$, let $\bar{w}:=(\bar{r}, 0)$ where $\bar{r}=\frac{3}{\sqrt{\mathrm{OPT}}}$, then $\mathcal{R}_{\log }(\bar{w}) \leq$ $5 \sqrt{\mathrm{OPT}}$.

Proof. We consider $\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}$ and $\mathcal{R}_{4}$ respectively.

1. For $Q_{1}$, note that the minimum of $y\langle\bar{w}, x\rangle$ is

$$
-\left(\frac{\sqrt{2}}{2}+\frac{1}{2} \sqrt{\frac{\mathrm{OPT}}{2}}\right) \bar{r}=-\frac{3 \sqrt{2}}{2} \frac{1}{\sqrt{\mathrm{OPT}}}-\frac{3 \sqrt{2}}{4}
$$

Because $\ell_{\log }(z) \leq-z+1$ when $z \leq 0$, and OPT $\leq \frac{1}{100}$, we have

$$
\begin{aligned}
\mathcal{R}_{1}(\bar{w}) \leq \ell_{\log }\left(-\frac{3 \sqrt{2}}{2} \frac{1}{\left.\sqrt{\mathrm{OPT}}-\frac{3 \sqrt{2}}{4}\right) \cdot \mathrm{OPT}}\right. & \leq \frac{3 \sqrt{2}}{2} \sqrt{\mathrm{OPT}}+\left(\frac{3 \sqrt{2}}{4}+1\right) \mathrm{OPT} \\
& \leq \frac{3 \sqrt{2}}{2} \sqrt{\mathrm{OPT}}+\left(\frac{3 \sqrt{2}}{4}+1\right) \frac{1}{10} \sqrt{\mathrm{OPT}} \\
& \leq \frac{5 \sqrt{\mathrm{OPT}}}{2}
\end{aligned}
$$

2. For $Q_{2}$, we have

$$
\begin{aligned}
\mathcal{R}_{2}(\bar{w})=2 \int_{0}^{\sqrt{\mathrm{OPT}}} \int_{0}^{1} \ell_{\log }\left(x_{1} \bar{r}\right) \mathrm{d} x_{2} \mathrm{~d} x_{1} & =2 \int_{0}^{\sqrt{\mathrm{OPT}}} \ell_{\log }\left(x_{1} \bar{r}\right) \mathrm{d} x_{1} \\
& \leq 2 \int_{0}^{\sqrt{\mathrm{OPT}}} \exp \left(-x_{1} \bar{r}\right) \mathrm{d} x_{1} \\
& =\frac{2}{\bar{r}}(1-\exp (-\bar{r} \sqrt{\mathrm{OPT}})) \leq \frac{2}{\bar{r}}
\end{aligned}
$$

where we use $\ell_{\log }(z) \leq \exp (-z)$.
3. For $Q_{3}$, the minimum of $y\langle\bar{w}, x\rangle$ is

$$
\left(1-\frac{1}{2} \sqrt{\frac{q_{3}}{2}}\right) \bar{r} \geq \frac{2 \bar{r}}{3}
$$

where we use $q_{3} \leq \frac{1}{15}$ by Lemma 3.1. Further note that $\ell_{\log }(z) \leq 1 / z$ when $z>0$, we have

$$
\mathcal{R}_{3}(\bar{w}) \leq q_{3} \ell_{\log }\left(\frac{2 \bar{r}}{3}\right) \leq \frac{1 / 15}{2 \bar{r} / 3} \leq \frac{1}{10 \bar{r}}
$$

4. For $Q_{4}$,

$$
\mathcal{R}_{4}(\bar{w})=\int_{0}^{1} \int_{0}^{2 \pi} \ell_{\log }(r \bar{r}|\cos (\theta)|) q_{4} r \mathrm{~d} \theta \mathrm{~d} r \leq \frac{1}{\pi} \int_{0}^{1} \int_{0}^{2 \pi} \ell_{\log }(r \bar{r}|\cos (\theta)|) r \mathrm{~d} \theta \mathrm{~d} r
$$

where we use $q_{4} \leq \frac{1}{\pi}$ from Lemma 3.1. Lemma A.1 then implies

$$
\mathcal{R}_{4}(\bar{w}) \leq \frac{1}{\pi} \int_{0}^{1} \frac{8 \sqrt{2}}{\bar{r}} \mathrm{~d} r=\frac{8 \sqrt{2}}{\pi \bar{r}}
$$

Putting everything together, we have

$$
\begin{aligned}
\mathcal{R}(\bar{w}) & =\mathcal{R}_{1}(\bar{w})+\mathcal{R}_{2}(\bar{w})+\mathcal{R}_{3}(\bar{w})+\mathcal{R}_{4}(\bar{w}) \\
& \leq \frac{5 \sqrt{\mathrm{OPT}}}{2}+\frac{2}{\bar{r}}+\frac{1}{10 \bar{r}}+\frac{8 \sqrt{2}}{\pi \bar{r}} \\
& \leq \frac{5 \sqrt{\mathrm{OPT}}}{2}+\frac{6}{\bar{r}} \leq 5 \sqrt{\mathrm{OPT}} .
\end{aligned}
$$

QED.
Next we consider the global minimizer $w^{*}$ of $\mathcal{R}_{\text {log }}$, which exists since $\mathcal{R}_{\log }$ has bounded sub-level sets. Let $\left(r^{*}, \theta^{*}\right)$ denote the polar coordinates of $w^{*}$. The plan is to assume $\theta^{*} \in\left[-\frac{\sqrt{\mathrm{OPT}}}{30}, \frac{\sqrt{\mathrm{OPT}}}{30}\right]$, and derive a contradiction, which would finish the proof.

In our construction, $Q_{3}$ and $Q_{4}$ are symmetric with respect to the horizontal axis, and they will induce the ground-truth solution. However, $Q_{1}$ and $Q_{2}$ are skew, and they will pull $w^{*}$ above, meaning we actually have $\theta^{*} \in\left[0, \frac{\sqrt{O P T}}{30}\right]$. The first observation is an upper bound on $r^{*}$ : if $r^{*}$ is too large, then the risk of $w^{*}$ over $Q_{1}$ will already be larger than $\mathcal{R}_{\log }(\bar{w})$ for $\bar{w}$ constructed in Lemma 3.4, a contradiction.

Lemma 3.5. Suppose $\mathrm{OPT} \leq 1 / 100$ and $\theta^{*} \in\left[0, \frac{\sqrt{\mathrm{OPT}}}{30}\right]$, then $r^{*} \leq \frac{10}{\sqrt{\mathrm{OPT}}}$.
Proof. Let

$$
u:=\left(\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right), \quad \text { and } \quad v:=\left(\frac{\sqrt{2}}{2}-\frac{1}{2} \sqrt{\frac{\mathrm{OPT}}{2}},-\frac{\sqrt{2}}{2}-\frac{1}{2} \sqrt{\frac{\mathrm{OPT}}{2}}\right) .
$$

Let $\phi$ denote the angle between $u$ and $v$, then

$$
\phi \leq \tan (\phi)=\frac{\sqrt{2}}{2} \sqrt{\frac{\mathrm{OPT}}{2}}=\frac{\sqrt{\mathrm{OPT}}}{2} \leq \frac{1}{20} \leq \frac{\pi}{24}
$$

and it follows that the angle between $v$ and $w^{*}$ is bounded by

$$
\frac{\pi}{24}+\frac{\pi}{4}+\frac{\sqrt{\mathrm{OPT}}}{30} \leq \frac{\pi}{24}+\frac{\pi}{4}+\frac{\pi}{24}=\frac{\pi}{3}
$$

Moreover, note that the maximum of $y\left\langle w^{*}, x\right\rangle$ on $Q_{1}$ is given by

$$
-\left\langle w^{*}, v\right\rangle \leq-r^{*}\|v\| \cos \left(\frac{\pi}{3}\right) \leq-r^{*} \cos \left(\frac{\pi}{3}\right)=-\frac{r^{*}}{2}
$$

Additionally because $\ell_{\log }(z)>-z$, we have

$$
\mathcal{R}\left(w^{*}\right) \geq \mathcal{R}_{1}\left(w^{*}\right) \geq \ell_{\log }\left(-\frac{r^{*}}{2}\right) \cdot \mathrm{OPT}>\frac{r^{*}}{2} \cdot \mathrm{OPT} .
$$

If $r^{*}>\frac{10}{\sqrt{\text { OPT }}}$, then $\mathcal{R}\left(w^{*}\right)>5 \sqrt{\mathrm{OPT}}$, which contradicts the definition of $w^{*}$ in light of Lemma 3.4. Therefore $r^{*} \leq \frac{10}{\sqrt{\text { OPT }}}$.

QED.
However, our next lemma shows that under the above conditions, the gradient of $\mathcal{R}_{\log }$ at $w^{*}$ does not vanish, which contradicts the definition of $w^{*}$.

Lemma 3.6. Suppose OPT $\leq 1 / 100$, then for any $w=(r, \theta)$ with $0 \leq r \leq \frac{10}{\sqrt{\mathrm{OPT}}}$ and $0 \leq \theta \leq \frac{\sqrt{\mathrm{OPT}}}{30}$, it holds that $\nabla \mathcal{R}_{\log }(w) \neq 0$.

Proof. Let $w=(r, \theta)$, where $0 \leq r \leq \frac{10}{\sqrt{\text { OPT }}}$ and $0 \leq \theta \leq \frac{\sqrt{\mathrm{OPT}}}{30}$. We will consider the projection of $\nabla \mathcal{R}(w)$ onto the direction $e_{2}:=(0,1)$, and show this projection cannot be 0 .

1. For $Q_{1}$, the gradient of this part has a negative inner product with $e_{2}$, due to the construction of $Q_{1}$ and the fact $\ell_{\log }^{\prime}<0$.
2. For $Q_{2}$, the inner product between $e_{2}$ and the gradient of this part is given by

$$
\begin{equation*}
2 \int_{0}^{\sqrt{\mathrm{OPT}}} \int_{0}^{1} \ell_{\log }^{\prime}\left(x_{1} w_{1}+x_{2} w_{2}\right) x_{2} \mathrm{~d} x_{2} \mathrm{~d} x_{1} \tag{3.1}
\end{equation*}
$$

Note that $x_{1} w_{1} \leq r x_{1}$, while

$$
x_{2} w_{2}=x_{2} r \sin (\theta) \leq r \theta \leq \frac{10}{\sqrt{\mathrm{OPT}}} \frac{\sqrt{\mathrm{OPT}}}{30}=\frac{1}{3}
$$

and that $\ell_{\log }^{\prime}$ is increasing, therefore

$$
\ell_{\log }^{\prime}\left(x_{1} w_{1}+x_{2} w_{2}\right) \leq \ell_{\log }^{\prime}\left(r x_{1}+1 / 3\right) .
$$

We can then upper bound eq. (3.1) as follows:

$$
\text { eq. (3.1) } \begin{aligned}
& \leq 2 \int_{0}^{\sqrt{\mathrm{OPT}}} \int_{0}^{1} \ell_{\log }^{\prime}\left(r x_{1}+\frac{1}{3}\right) x_{2} \mathrm{~d} x_{2} \mathrm{~d} x_{1} \\
& =\int_{0}^{\sqrt{\mathrm{OPT}}} \ell_{\log }^{\prime}\left(r x_{1}+\frac{1}{3}\right) \mathrm{d} x_{1} \\
& =\frac{1}{r}\left(\ell_{\log }\left(\frac{1}{3}+r \sqrt{\mathrm{OPT}}\right)-\ell_{\log }\left(\frac{1}{3}\right)\right) .
\end{aligned}
$$

Now we consider two cases. If $r \sqrt{\mathrm{OPT}} \leq 2$, then it follows from the convexity of $\ell_{\mathrm{log}}$ that

$$
\text { eq. (3.1) } \leq \frac{1}{r} \ell_{\log }^{\prime}\left(\frac{1}{3}+r \sqrt{\mathrm{OPT}}\right) r \sqrt{\mathrm{OPT}} \leq \ell_{\log }^{\prime}(3) \sqrt{\mathrm{OPT}} \leq-\frac{\sqrt{\mathrm{OPT}}}{30}
$$

On the other hand, if $r \sqrt{\mathrm{OPT}} \geq 2$, then

$$
\text { eq. (3.1) } \leq \frac{1}{r}\left(\ell_{\log }\left(\frac{7}{3}\right)-\ell_{\log }\left(\frac{1}{3}\right)\right) \leq \frac{\sqrt{\mathrm{OPT}}}{10}\left(\ell_{\log }\left(\frac{7}{3}\right)-\ell_{\log }\left(\frac{1}{3}\right)\right) \leq-\frac{\sqrt{\mathrm{OPT}}}{30} .
$$

Therefore, it always holds that eq. (3.1) $\leq-\frac{\sqrt{\mathrm{OPT}}}{30}$.
3. For $Q_{3}$, the gradient of this part can have a positive inner product with $e_{2}$. For simplicity, let $\rho:=\frac{1}{2} \sqrt{\frac{q_{3}}{2}}$. To upper bound this inner product, it is enough to consider the region given by

$$
([1-\rho, 1+\rho] \times[-\rho, 0]) \cup([-1-\rho,-1+\rho] \times[0, \rho])
$$

Moreover, note that $y\langle w, x\rangle \geq 0$ on $Q_{3}$, therefore $\ell_{\log }^{\prime}(y\langle w, x\rangle) \geq-\frac{1}{2}$. Therefore the inner product between $e_{2}$ and the gradient of $Q_{3}$ can be upper bounded by (note that $x_{2} \leq 0$ in the integral)

$$
2 \int_{1-\rho}^{1+\rho} \int_{-\rho}^{0}-\frac{1}{2} x_{2} \mathrm{~d} x_{2} \mathrm{~d} x_{1}=\rho^{3}=\frac{\sqrt{q_{3}}}{16 \sqrt{2}} q_{3} \leq \frac{\sqrt{1 / 15}}{16 \sqrt{2}} \frac{2}{3} \sqrt{\mathrm{OPT}}<\frac{\sqrt{\mathrm{OPT}}}{60}
$$

where we use $q_{3} \leq \frac{1}{15}$ by Lemma 3.1 and $q_{3} \leq \frac{2}{3} \sqrt{\text { OPT }}$ by its definition.
4. For $Q_{4}$, we further consider two cases.
(a) Consider the part of $Q_{4}$ with polar angles in $\left(-\frac{\pi}{2}+2 \theta, \frac{\pi}{2}\right) \cup\left(\frac{\pi}{2}+2 \theta, \frac{3 \pi}{2}\right)$. By symmetry, the gradient of this part is along the direction with polar angle $\pi+\theta$, and it has a negative inner product with $e_{2}$.
(b) Consider the part of $Q_{4}$ with polar angles in $\left(-\frac{\pi}{2},-\frac{\pi}{2}+2 \theta\right) \cup\left(\frac{\pi}{2}, \frac{\pi}{2}+2 \theta\right)$. We can verify that the gradient of this part has a positive inner product with $e_{2}$; moreover, since $-1<\ell_{\log }^{\prime}<0$, this inner product can be upper bounded by

$$
2 \int_{0}^{1} \int_{0}^{2 \theta} r^{\prime} \cos \left(\theta^{\prime}\right) q_{4} r^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} r^{\prime}=2 q_{4} \cdot \frac{1}{3} \cdot \sin (2 \theta) \leq \frac{4 \theta}{3 \pi} \leq \frac{4}{3 \pi} \frac{\sqrt{\mathrm{OPT}}}{30}<\frac{\sqrt{\mathrm{OPT}}}{60}
$$

where we also use $q_{4} \leq \frac{1}{\pi}$ and $\sin (z) \leq z$ for $z \geq 0$.
As a result, item 3 and item $4(\mathrm{~b})$ cannot cancel item 2 , and thus $\nabla \mathcal{R}(w)$ cannot be 0 . QED.
Now we are ready to prove the risk lower bound of Theorem 3.1.
Proof of Theorem 3.1 risk lower bound. It is clear that $\mathcal{R}$ has bounded sub-level sets, and therefore can be globally minimized. Let the polar coordinates of the global minimizer be given by $\left(r^{*}, \theta^{*}\right)$, where $\left|\theta^{*}\right| \leq \pi$. Assume that $\theta^{*} \in\left[-\frac{\sqrt{\mathrm{OPT}}}{30}, \frac{\sqrt{\mathrm{OPT}}}{30}\right]$; due to $Q_{1}$ and $Q_{2}$, it actually follows that $\theta^{*} \in\left[0, \frac{\sqrt{\mathrm{OPT}}}{30}\right]$. Lemma 3.5 then implies $r^{*} \leq \frac{10}{\sqrt{\mathrm{OPT}}}$, and then Lemma 3.6 implies $\nabla \mathcal{R}\left(w^{*}\right) \neq 0$, a contradiction.

It then follows that $w^{*}$ is wrong on a $\frac{\theta^{*}}{\pi}$ portion of $Q_{4}$. Since the total measure of $Q_{4}$ is more than half due to Lemma 3.1, we have

$$
\mathcal{R}_{0-1}\left(w^{*}\right) \geq \frac{1}{2} \frac{\theta^{*}}{\pi} \geq \frac{\sqrt{\mathrm{OPT}}}{60 \pi}
$$

QED.

### 3.1.2 A general framework for upper bound analysis

In this subsection, we present a general framework for analyzing the zero-one risk upper bound. In [26], we use this framework to show an $\widetilde{O}$ (OPT) upper bound for logistic regression under a radially-Lipschitz condition; for simplicity, we do not include this analysis here. However, this analysis framework is more versatile than that, as it can also recover the $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound for general well-behaved distributions with the logistic loss, and it can also handle the ReLU loss; we will use these results in the analysis of our two-phase algorithm.

First, we introduce some standard assumptions on the marginal distribution $P_{x}$. Because of the lower bound for $s$-heavy-tailed distributions from [24], to get an $\widetilde{O}(\mathrm{OPT})$ zero-one risk, we need to assume $P_{x}$ has a light tail. Following [25], we will either consider a bounded distribution, or assume $P_{x}$ is sub-exponential as defined below (cf. [69, Proposition 2.7.1 and Section 3.4.4]).

Definition 3.1. We say $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$ sub-exponential for constants $\alpha_{1}, \alpha_{2}>0$, if for any unit vector $v$ and any $t>0$,

$$
\operatorname{Pr}_{x \sim P_{x}}(|\langle v, x\rangle| \geq t) \leq \alpha_{1} \exp \left(-t / \alpha_{2}\right)
$$

We also need the next assumption, which is part of the "well-behaved" conditions from [24].

Assumption 3.1. There exist constants $U, R>0$ and a function $\sigma: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, such that if we project $P_{x}$ onto an arbitrary two-dimensional subspace $V$, the corresponding density $p_{V}$ satisfies $p_{V}(r, \theta) \geq 1 / U$ for all $r \leq R$, and $p_{V}(r, \theta) \leq \sigma(r)$ for all $r \geq 0$, and $\int_{0}^{\infty} \sigma(r) \mathrm{d} r \leq U$, and $\int_{0}^{\infty} r \sigma(r) \mathrm{d} r \leq U$.

Note that for a broad class of distributions including isotropic log-concave distributions, the sub-exponential condition and Assumption 3.1 hold with $\alpha_{1}, \alpha_{2}, U, R$ all being universal constants.

Next we describe our analysis framework. We will consider certain $\hat{w}$, such that $\mathcal{R}_{\ell}(\hat{w})-$ $\mathcal{R}_{\ell}(\bar{w})$ is small, where $\bar{w}:=\|\hat{w}\|_{2} \bar{u}$ and $\ell \in\left\{\ell_{\mathrm{log}}, \ell_{\mathrm{r}}\right\}$. For some concrete examples, $\hat{w}$ can be the global minimizer of $\mathcal{R}_{\ell}$, or some GD/SGD iterates whose excess risk is small. Our goal is to show that $\mathcal{R}_{0-1}(\hat{w})$ is also small.

The first step is to express $\mathcal{R}_{\ell}(\hat{w})-\mathcal{R}_{\ell}(\bar{w})$ as the sum of three terms, and then bound them separately. The first term is given by

$$
\begin{equation*}
\mathcal{R}_{\ell}(\hat{w})-\mathcal{R}_{\ell}(\bar{w})-\mathbb{E}[\ell(\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\hat{w}, x\rangle)-\ell(\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\bar{w}, x\rangle)], \tag{3.2}
\end{equation*}
$$

the second term is given by

$$
\begin{equation*}
\mathbb{E}[\ell(\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\hat{w}, x\rangle)-\ell(\operatorname{sign}(\langle\hat{w}, x\rangle)\langle\hat{w}, x\rangle)], \tag{3.3}
\end{equation*}
$$

and the third term is given by

$$
\begin{equation*}
\mathbb{E}[\ell(\operatorname{sign}(\langle\hat{w}, x\rangle)\langle\hat{w}, x\rangle)-\ell(\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\bar{w}, x\rangle)] \tag{3.4}
\end{equation*}
$$

where the expectations are taken over $P_{x}$.
We first bound term (3.2), which is the approximation error of replacing the true label $y$ with the label given by $\bar{u}$. Since $\ell(-z)-\ell(z)=z$ for the logistic loss and ReLU loss, it follows that

$$
\operatorname{term}(3.2)=\mathbb{E}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle\bar{\psi}, x\rangle)} \cdot y\langle\bar{w}-\hat{w}, x\rangle\right]
$$

The approximation error can be bounded as below, using the tail bound on $P_{x}$ and the fact $\mathcal{R}_{0-1}(\bar{w})=$ OPT.

Lemma 3.7. For $\ell \in\left\{\ell_{\log }, \ell_{\mathrm{r}}\right\}$, if $\|x\|_{2} \leq B$ almost surely,

$$
|\operatorname{term}(3.2)| \leq B\|\bar{w}-\hat{w}\|_{2} \cdot \mathrm{OPT} .
$$

If $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential, then

$$
\mid \text { term }(3.2) \mid \leq\left(1+2 \alpha_{1}\right) \alpha_{2}\|\bar{w}-\hat{w}\|_{2} \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})
$$

Proof. Note that for both the logistic loss and the ReLU loss, it holds that $\ell(-z)-\ell(z)=z$, therefore

$$
\begin{equation*}
\operatorname{term}(3.2)=\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle\bar{w}, x\rangle)} \cdot y\langle\bar{w}-\hat{w}, x\rangle\right] \tag{3.5}
\end{equation*}
$$

It then follows from the triangle inequality that

$$
|\operatorname{term}|\left(3.2 \mid \leq \mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle\bar{w}, x\rangle)}|\langle\bar{w}-\hat{w}, x\rangle|\right]\right.
$$

Now we can invoke Lemma A.2 with $w=\bar{w}$ and $w^{\prime}=\bar{w}-\hat{w}$ to prove Lemma3.7. QED.
Next we bound term (3.3).
Lemma 3.8. Under Assumption 3.1, for $\ell \in\left\{\ell_{\mathrm{log}}, \ell_{\mathrm{r}}\right\}$,

$$
\operatorname{term}(3.3) \geq \frac{4 R^{3}}{3 U \pi^{2}}\|\hat{w}\|_{2} \varphi(\hat{w}, \bar{w})^{2}
$$

Proof of Lemma 3.8. Note that in term (3.3), we only care about $\langle\hat{w}, x\rangle$ and $\langle\bar{w}, x\rangle$, therefore we can focus on the two-dimensional space spanned by $\bar{w}$ and $\hat{w}$. Let $\varphi$ denote the angle between $\bar{w}$ and $\hat{w}$. Without loss of generality, we can consider the following graph, where we put $\bar{w}$ at angle 0 , and $\hat{w}$ at angle $\varphi$.


We divide the graph into four parts given by different polar angles: (i) $\left(-\frac{\pi}{2},-\frac{\pi}{2}+\varphi\right)$, (ii) $\left(-\frac{\pi}{2}+\varphi, \frac{\pi}{2}\right)$, (iii) $\left(\frac{\pi}{2}, \frac{\pi}{2}+\varphi\right)$, and (iv) $\left(\frac{\pi}{2}+\varphi, \frac{3 \pi}{2}\right)$. Note that term (3.3) is 0 on parts (ii) and (iv), therefore we only need to consider parts (i) and (iii):

$$
\begin{aligned}
\operatorname{term}(3.3) & =\mathbb{E}_{(\mathrm{i}) \text { and (iii) }}[\ell(\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\hat{w}, x\rangle)-\ell(\operatorname{sign}(\langle\hat{w}, x\rangle)\langle\hat{w}, x\rangle)] \\
& =\mathbb{E}_{(\mathrm{i}) \text { and (iii) }}[-\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\hat{w}, x\rangle] .
\end{aligned}
$$

Here we use the fact that $\ell(-z)-\ell(z)=z$ for both the logistic loss and the ReLU loss.
For simplicity, let $p$ denote the density of the projection of $P_{x}$ onto the space spanned by $\hat{w}$ and $\bar{w}$. Under Assumption 3.1, we have

$$
\begin{aligned}
\operatorname{term}(3.3)= & \mathbb{E}_{(\mathrm{i}) \text { and (iii) }}[-\operatorname{sign}(\langle\bar{w}, x\rangle)\langle\hat{w}, x\rangle] \\
= & \int_{0}^{\infty} \int_{-\frac{\pi}{2}}^{-\frac{\pi}{2}+\varphi}-r\|\hat{w}\|_{2} \cos (\varphi-\theta) p(r, \theta) r \mathrm{~d} \theta \mathrm{~d} r \\
& +\int_{0}^{\infty} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}+\varphi} r\|\hat{w}\|_{2} \cos (\theta-\varphi) p(r, \theta) r \mathrm{~d} \theta \mathrm{~d} r \\
\geq & \frac{2}{U} \int_{0}^{R} \int_{0}^{\varphi} r\|\hat{w}\|_{2} \sin (\theta) r \mathrm{~d} \theta \mathrm{~d} r \\
= & \frac{2 R^{3}\|\hat{w}\|_{2}(1-\cos (\varphi))}{3 U} \geq \frac{4 R^{3}\|\hat{w}\|_{2} \varphi^{2}}{3 U \pi^{2}},
\end{aligned}
$$

where we use the fact that $1-\cos (\varphi) \geq \frac{2 \varphi^{2}}{\pi^{2}}$ for all $\varphi \in[0, \pi]$.
QED.
Lastly, we consider term (3.4). Note that it is 0 for the ReLU loss $\ell_{\mathrm{r}}$, because $\ell_{\mathrm{r}}(z)=0$ when $z \geq 0$. For the logistic loss, term (3.4) can be bounded by $O\left(1 /\|\hat{w}\|_{2}\right)$ in general as showed below, but we can also give a tighter bound with an additional radially-Lipschitz condition (see [26, Lemma 3.12] for more discussion).

Lemma 3.9. For $\ell=\ell_{\mathrm{r}}$, term (3.4) is 0 . For $\ell=\ell_{\log }$, under Assumption 3.1,

$$
|\operatorname{term}(3.4)| \leq \frac{12 U}{\|\hat{w}\|_{2}} .
$$

Proof. For the ReLU loss, term (3.4) is 0 simply because $\ell_{\mathrm{r}}(z)=0$ when $z \geq 0$.
For the logistic loss, we first show that under Assumption 3.1, for any $w \in \mathbb{R}^{d}$,

$$
\mathbb{E}\left[\ell_{\log }(|\langle w, x\rangle|)\right] \leq \frac{12 U}{\|w\|_{2}} .
$$

Let $v$ denote an arbitrary vector orthogonal to $w$, and let $p$ denote the density of the projection of $P_{x}$ onto the space spanned by $w$ and $v$. Then we have

$$
\mathbb{E}\left[\ell_{\log }(|\langle w, x\rangle|)\right]=\int_{0}^{\infty} \int_{0}^{2 \pi} \ell_{\log }\left(r\|w\|_{2}|\cos (\theta)|\right) p(r, \theta) r \mathrm{~d} \theta \mathrm{~d} r .
$$

Invoking Assumption 3.1, we have

$$
\mathbb{E}\left[\ell_{\log }(|\langle w, x\rangle|)\right] \leq \int_{0}^{\infty} \sigma(r)\left(\int_{0}^{2 \pi} \ell_{\log }\left(r\|w\|_{2}|\cos (\theta)|\right) r \mathrm{~d} \theta\right) \mathrm{d} r .
$$

Lemma A. 1 then implies

$$
\mathbb{E}\left[\ell_{\log }(|\langle w, x\rangle|)\right] \leq \int_{0}^{\infty} \sigma(r) \frac{8 \sqrt{2}}{\|w\|_{2}} \mathrm{~d} r .
$$

Then it follows from Assumption 3.1 that

$$
\mathbb{E}\left[\ell_{\log }(|\langle w, x\rangle|)\right] \leq \frac{8 \sqrt{2} U}{\|w\|_{2}} \leq \frac{12 U}{\|w\|_{2}}
$$

Now we have

$$
\operatorname{term}(3.4) \leq \mathbb{E}\left[\ell_{\log }(\operatorname{sign}(\langle\hat{w}, x\rangle)\langle\hat{w}, x\rangle)\right]=\mathbb{E}\left[\ell_{\log }(|\langle\hat{w}, x\rangle|)\right] \leq \frac{12 U}{\|\hat{w}\|_{2}}
$$

Similarly, we can show

$$
-\operatorname{term}(3.4) \leq \frac{12 U}{\|\bar{w}\|_{2}}=\frac{12 U}{\|\hat{w}\|_{2}} .
$$

QED.
Lemmas 3.7 to 3.9 will be crucial in our analysis of the two-phase algorithm; they can also recover the $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound showed in [25]. Here we briefly discuss the ideas; some proof details are omitted, but they can be found in [26].

For simplicity, first let $\hat{w}=w^{*}$, the global optimizer of $\mathcal{R}_{\text {log }}$, and assume $\|x\|_{2} \leq B$ almost surely. For simplicity, let $\varphi$ denote $\varphi(\hat{w}, \bar{u})$. Lemmas 3.7 to 3.9 imply

$$
C_{1}\|\hat{w}\|_{2} \varphi^{2} \leq B\|\bar{w}-\hat{w}\|_{2} \cdot \mathrm{OPT}+\frac{C_{2}}{\|\hat{w}\|_{2}} \leq B\|\hat{w}\|_{2} \varphi \cdot \mathrm{OPT}+\frac{C_{2}}{\|\hat{w}\|_{2}}
$$

where $C_{1}=4 R^{3} /\left(3 U \pi^{2}\right)$ and $C_{2}=12 U$. Now at least one of the following two cases is true:

1. $C_{1}\|\hat{w}\|_{2} \varphi^{2} \leq 3 B\|\hat{w}\|_{2} \varphi \cdot \mathrm{OPT}$, which implies $\varphi=O(\mathrm{OPT})$;
2. $C_{1}\|\hat{w}\|_{2} \varphi^{2} \leq 3 C_{1} /\|\hat{w}\|_{2}$, which implies $\varphi=O\left(1 /\|\hat{w}\|_{2}\right)$.

Moreover, it follows from [26, Lemma 3.7] that $\left\|w^{*}\right\|_{2}=\Omega\left(\frac{1}{\sqrt{\mathrm{OPT}}}\right)$, and thus it always holds that $\varphi=O(\sqrt{\mathrm{OPT}})$. Finally, we can get a zero-one risk bound by invoking the next result, which is basically [24, Claim 3.4].

Lemma 3.10. Under Assumption 3.1,

$$
\mathcal{R}_{0-1}(\hat{w})-\mathcal{R}_{0-1}(\bar{w}) \leq \operatorname{Pr}(\operatorname{sign}(\langle\hat{w}, x\rangle) \neq \operatorname{sign}(\langle\bar{w}, x\rangle)) \leq 2 U \varphi(\hat{w}, \bar{w})
$$

Proof. Under Assumption 3.1, we have

$$
\operatorname{Pr}(\operatorname{sign}(\langle\hat{w}, x\rangle) \neq \operatorname{sign}(\langle\bar{w}, x\rangle)) \leq 2 \varphi(\hat{w}, \bar{w}) \int_{0}^{\infty} \sigma(r) r \mathrm{~d} r \leq 2 U \varphi(\hat{w}, \bar{w})
$$

QED.
Now for projected GD, we can obtain a similar guarantee as presented below. The proof is similar to the above analysis for $w^{*}$, but we also need to handle the optimization and generalization error of project GD; the proof details can be found on [26]. We present the bound in terms of the angle instead of zero-one risk for later application in the two-phase algorithm.

Lemma 3.11. Given the target error $\epsilon \in(0,1)$ and the failure probability $\delta \in(0,1 / e)$, consider projected GD

$$
w_{t+1}:=\Pi_{\mathcal{B}(1 / \sqrt{\epsilon})}\left[w_{t}-\eta \nabla \widehat{\mathcal{R}}_{\log }\left(w_{t}\right)\right] .
$$

If $\|x\|_{2} \leq B$ almost surely, then with $\eta=4 / B^{2}$, using $O\left(\frac{(B+1)^{2} \ln (1 / \delta)}{\epsilon^{2}}\right)$ samples and $O\left(\frac{B^{2}}{\epsilon^{3 / 2}}\right)$ iterations, with probability $1-\delta$, projected GD outputs $w_{t}$ with

$$
\varphi\left(w_{t}, \bar{u}\right)=O(\sqrt{\mathrm{OPT}+\epsilon}) .
$$

If $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential, then with $\eta=\widetilde{\Theta}(1 / d)$, using $\widetilde{O}\left(\frac{d \ln (1 / \delta)^{3}}{\epsilon^{2}}\right)$ samples and $\widetilde{O}\left(\frac{d \ln (1 / \delta)^{2}}{\epsilon^{3 / 2}}\right)$ iterations, with probability $1-\delta$, projected GD outputs $w_{t}$ with

$$
\varphi\left(w_{t}, \bar{u}\right)=O(\sqrt{\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon}) .
$$

### 3.1.3 An $\widetilde{O}(\mathrm{OPT})$ upper bound with ReLU loss

Note that in the analysis for the logistic loss presented in the previous subsection, we can only get an $\widetilde{O}(\sqrt{\mathrm{OPT}})$ upper bound because of term (3.4). However, as noted in Lemma 3.9, for the ReLU loss, term (3.4) is conveniently 0 , which seems to suggest that we may overcome the $\Omega(\sqrt{\mathrm{OPT}})$ lower bound via the ReLU loss. However, note that we cannot simply optimize the $\operatorname{ReLU}$ risk $\mathcal{R}_{\mathrm{r}}$, since 0 is already a global minimizer of $\mathcal{R}_{\mathrm{r}}$. Instead, in our two-phase algorithm, we will first run logistic regression, and then run SGD with the ReLU loss on a restricted domain on which the norm is bounded below by 1 .

Let

$$
\begin{equation*}
\mathcal{D}:=\left\{w \in \mathbb{R}^{d} \mid\langle w, v\rangle \geq 1\right\} \tag{3.6}
\end{equation*}
$$

the two-phase algorithm is described as below (the parameters $\eta, T$, etc. in this subsection are all chosen for the second phase):

1. Run projected GD under the settings of Lemma3.11, and find a unit vector $v$ such that $\varphi(v, \bar{u})$ is $O(\sqrt{\mathrm{OPT}+\epsilon})$ for bounded distributions, or $O(\sqrt{\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon})$ for sub-exponential distributions.
2. Run projected SGD over the domain $\mathcal{D}$ defined in eq. (3.6) starting from $w_{0}:=v$ : at step $t$, we sample $\left(x_{t}, y_{t}\right) \sim P$, and let

$$
\begin{equation*}
w_{t+1}:=\Pi_{\mathcal{D}}\left[w_{t}-\eta \ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right) y_{t} x_{t}\right] . \tag{3.7}
\end{equation*}
$$

where we make the convention that $\ell_{\mathrm{r}}^{\prime}(0)=-1$.
We show the following upper bound.
Theorem 3.2. Given the target error $\epsilon \in(0,1 / e)$, suppose Assumption 3.1 holds.

1. For bounded distributions, with $\eta=\Theta(\epsilon)$, for all $T=\Omega\left(1 / \epsilon^{2}\right)$,

$$
\mathbb{E}\left[\min _{0 \leq t<T} \mathcal{R}_{0-1}\left(w_{t}\right)\right]=O(\mathrm{OPT}+\epsilon)
$$

2. For sub-exponential distributions, with $\eta=\Theta\left(\frac{\epsilon}{d \ln (d / \epsilon)^{2}}\right)$, for all $T=\Omega\left(\frac{d \ln (d / \epsilon)^{2}}{\epsilon^{2}}\right)$,

$$
\mathbb{E}\left[\min _{0 \leq t<T} \mathcal{R}_{0-1}\left(w_{t}\right)\right]=O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)
$$

We prove Theorem 3.2 in the following. We will first handle the bounded case, and then consider the sub-exponential case.

Bounded distributions. Let $\bar{r}:=1 /\langle v, \bar{u}\rangle$, and thus $\bar{r} \bar{u} \in \mathcal{D}$. At step $t$, we have

$$
\begin{equation*}
\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2} \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta\left\langle\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right) y_{t} x_{t}, w_{t}-\bar{r} \bar{u}\right\rangle+\eta^{2} \ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)^{2}\left\|x_{t}\right\|_{2}^{2} \tag{3.8}
\end{equation*}
$$

Define

$$
\mathcal{M}(w):=\mathbb{E}_{(x, y) \sim P}\left[-\ell_{\mathrm{r}}^{\prime}(y\langle w, x\rangle)\right]=\mathcal{R}_{0-1}(w)
$$

Taking expectation of eq. (3.8) w.r.t. $\left(x_{t}, y_{t}\right)$, and note that $\|x\|_{2} \leq B$ almost surely and $\left(\ell_{\mathrm{r}}^{\prime}\right)^{2}=-\ell_{\mathrm{r}}^{\prime}$, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2}\right]-\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2} & \leq-2 \eta\left\langle\nabla \mathcal{R}_{\mathrm{r}}\left(w_{t}\right), w_{t}-\bar{r} \bar{u}\right\rangle+\eta^{2} B^{2} \mathcal{M}\left(w_{t}\right) \\
& \leq-2 \eta\left(\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u})\right)+\eta^{2} B^{2} \mathcal{M}\left(w_{t}\right) \tag{3.9}
\end{align*}
$$

To continue, we first prove the following bound on $\mathcal{R}_{\mathrm{r}}(\bar{u})$.
Lemma 3.12. If $\|x\|_{2} \leq B$ almost surely, then $\mathcal{R}_{\mathrm{r}}(\bar{u}) \leq B \cdot$ OPT, while if $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$ -sub-exponential, then $\mathcal{R}_{\mathrm{r}}(\bar{u}) \leq\left(1+2 \alpha_{1}\right) \alpha_{2} \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})$.

Proof. Note that

$$
\mathcal{R}_{\mathrm{r}}(\bar{u})=\mathbb{E}_{(x, y) \sim P}\left[\ell_{\mathrm{r}}(y\langle\bar{u}, x\rangle)\right]=\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{\operatorname{sign}(\langle\bar{u}, x\rangle \neq y)}|\langle\bar{u}, x\rangle|\right] .
$$

It then follows from Lemma A. 2 that if $\|x\|_{2} \leq B$ almost surely, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{u}) \leq B \cdot \mathrm{OPT},
$$

while if $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{u}) \leq\left(1+2 \alpha_{1}\right) \alpha_{2} \cdot \mathrm{OPT} \cdot \ln \left(\frac{1}{\mathrm{OPT}}\right)
$$

QED.
Next we show the following key lemma, which follows from Lemmas 3.7 to 3.9 , and the homogeneity of the ReLU loss $\ell_{\mathrm{r}}$.

Lemma 3.13. Suppose Assumption 3.1 holds. Consider an arbitrary $w \in \mathcal{D}$, and let $\varphi$
denote $\varphi(w, \bar{u})$. If $\|x\|_{2} \leq B$ almost surely, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) \leq \mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right)+O\left((\mathrm{OPT}+\epsilon)^{2}\right)
$$

and

$$
\mathcal{R}_{\mathrm{r}}(w)-\mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right) \geq \frac{4 R^{3}}{3 U \pi^{2}}\|w\|_{2} \varphi^{2}-B\|w\|_{2} \varphi \cdot \mathrm{OPT}
$$

If $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) \leq \mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right)+O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)
$$

and

$$
\mathcal{R}_{\mathrm{r}}(w)-\mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right) \geq \frac{4 R^{3}}{3 U \pi^{2}}\|w\|_{2} \varphi^{2}-\left(1+2 \alpha_{1}\right) \alpha_{2}\|w\|_{2} \varphi \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})
$$

Proof. First assume $\|x\|_{2} \leq B$ almost surely. Note that $\ell_{\mathrm{r}}$ is positive homogeneous, and thus for any positive constant $c$, we have $\mathcal{R}_{\mathrm{r}}(c w)=c \mathcal{R}_{\mathrm{r}}(w)$. Therefore, if $\bar{r} \leq\|w\|_{2}$, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u})=\frac{\bar{r}}{\|w\|_{2}} \mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right) \leq \mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right) .
$$

If $\bar{r} \geq\|w\|_{2}$, then

$$
\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u})=\mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right)+\mathcal{R}_{\mathrm{r}}(\bar{u})\left(\bar{r}-\|w\|_{2}\right) \leq \boldsymbol{\mathcal { R }}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right)+\mathcal{R}_{\mathrm{r}}(\bar{u})(\bar{r}-1),
$$

since $\|w\|_{2} \geq 1$ for all $w \in \mathcal{D}$. Recall that

$$
\bar{r}:=\frac{1}{\langle v, \bar{u}\rangle}=\frac{1}{\cos (\varphi(v, \bar{u}))} \leq \frac{1}{1-\varphi(v, \bar{u})^{2} / 2}
$$

and therefore the first-phase of algorithm ensures $\bar{r}=1+O(\mathrm{OPT}+\epsilon)$ for bounded distributions, and $\bar{r}=1+O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)$ for sub-exponential distributions. It then follows that for bounded distributions,

$$
\begin{aligned}
\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) & \leq \mathcal{R}_{\mathrm{r}}\left(\left\|w_{t}\right\|_{2} \bar{u}\right)+\mathcal{R}_{\mathrm{r}}(\bar{u}) \cdot O(\mathrm{OPT}+\epsilon) \\
& \leq \mathcal{R}_{\mathrm{r}}\left(\left\|w_{t}\right\|_{2} \bar{u}\right)+B \cdot \mathrm{OPT} \cdot O(\mathrm{OPT}+\epsilon) \\
& =\mathcal{R}_{\mathrm{r}}\left(\left\|w_{t}\right\|_{2} \bar{u}\right)+O\left((\mathrm{OPT}+\epsilon)^{2}\right),
\end{aligned}
$$

where we apply Lemma 3.12 at the end. It also follows directly from Lemmas 3.7 to 3.9 that

$$
\begin{aligned}
\mathcal{R}_{\mathrm{r}}(w)-\mathcal{R}_{\mathrm{r}}\left(\|w\|_{2} \bar{u}\right) & \geq \frac{4 R^{3}}{3 U \pi^{2}}\|w\|_{2} \varphi^{2}-B\|w-\| w\left\|_{2} \bar{u}\right\|_{2} \cdot \mathrm{OPT} \\
& \geq \frac{4 R^{3}}{3 U \pi^{2}}\|w\|_{2} \varphi^{2}-B\|w\|_{2} \varphi \cdot \mathrm{OPT}
\end{aligned}
$$

The proof for the sub-exponential case is similar.
QED.
Now we are ready to prove Theorem 3.2 for the bounded case.
Proof of Theorem 3.2, bounded distribution. Here we assume $\|x\|_{2} \leq B$ almost surely. We will show that under the conditions of Theorem 3.2 , then

$$
\begin{equation*}
\mathbb{E}\left[\min _{0 \leq t<T} \varphi_{t}\right]=O(\mathrm{OPT}+\epsilon), \quad \text { where } \quad \varphi_{t}:=\varphi\left(w_{t}, \bar{u}\right) . \tag{3.10}
\end{equation*}
$$

Further invoking Lemma 3.10 finishes the proof.
We first restate eq. (3.9): at step $t$, after taking the expectation with respect to $\left(x_{t}, y_{t}\right)$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2}\right] \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta\left(\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u})\right)+\eta^{2} B^{2} \mathcal{M}\left(w_{t}\right) \tag{3.11}
\end{equation*}
$$

First, Lemma 3.13 implies

$$
\begin{aligned}
\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) & \geq \mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}\left(\left\|w_{t}\right\|_{2} \bar{u}\right)-O\left((\mathrm{OPT}+\epsilon)^{2}\right) \\
& \geq 2 C_{1}\left\|w_{t}\right\|_{2} \varphi_{t}^{2}-B\left\|w_{t}\right\|_{2} \varphi_{t} \cdot \mathrm{OPT}-O\left((\mathrm{OPT}+\epsilon)^{2}\right),
\end{aligned}
$$

where $C_{1}:=2 R^{3} /\left(3 U \pi^{2}\right)$. Note that if $\varphi_{t} \leq B \cdot \mathrm{OPT} / C_{1}$, then eq. 3.10) holds; therefore in the following we assume

$$
\begin{equation*}
\varphi_{t} \geq \frac{B}{C_{1}} \cdot \mathrm{OPT} \tag{3.12}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) \geq C_{1}\left\|w_{t}\right\|_{2} \varphi_{t}^{2}-O\left((\mathrm{OPT}+\epsilon)^{2}\right) \geq C_{1} \varphi_{t}^{2}-O\left((\mathrm{OPT}+\epsilon)^{2}\right), \tag{3.13}
\end{equation*}
$$

since $\|w\|_{2} \geq 1$ for all $w \in \mathcal{D}$.

On the other hand, eq. (3.12) and Lemma 3.10 imply

$$
\mathcal{M}\left(w_{t}\right)=\mathcal{R}_{0-1}\left(w_{t}\right) \leq \mathrm{OPT}+2 U \varphi_{t} \leq\left(\frac{C_{1}}{B}+2 U\right) \varphi_{t}
$$

Let

$$
C_{2}:=\frac{C_{1}}{\left(\frac{C_{1}}{B}+2 U\right) B^{2}}
$$

Note that if $\varphi_{t} \leq \epsilon$, then eq. 3.10) is true; otherwise we can assume $\epsilon \leq \varphi_{t}$, and let $\eta=C_{2} \epsilon$, we have

$$
\begin{equation*}
\eta B^{2} \mathcal{M}\left(w_{t}\right) \leq C_{2} \epsilon B^{2}\left(\frac{C_{1}}{B}+2 U\right) \varphi_{t}=C_{1} \epsilon \varphi_{t} \leq C_{1} \varphi_{t}^{2} \tag{3.14}
\end{equation*}
$$

Now eqs. (3.11), (3.13) and (3.14) imply

$$
\begin{aligned}
\mathbb{E}\left[\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2}\right] & \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta C_{1} \varphi_{t}^{2}+\eta C_{1} \varphi_{t}^{2}+\eta \cdot O\left((\mathrm{OPT}+\epsilon)^{2}\right) \\
& =\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-\eta C_{1} \varphi_{t}^{2}+\eta \cdot O\left((\mathrm{OPT}+\epsilon)^{2}\right)
\end{aligned}
$$

Taking the expectation and average, we have

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] \leq \frac{\left\|w_{0}-\bar{r} \bar{u}\right\|_{2}^{2}}{\eta C_{1} T}+\frac{O\left((\mathrm{OPT}+\epsilon)^{2}\right)}{C_{1}}
$$

Note that

$$
\left\|w_{0}-\bar{r} \bar{u}\right\|_{2}=\tan \left(\varphi_{0}\right)=O(\sqrt{\mathrm{OPT}+\epsilon})
$$

and also recall $\eta=C_{2} \epsilon$, we have

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] \leq \frac{O(\mathrm{OPT}+\epsilon)}{C_{1} C_{2} \epsilon T}+\frac{O\left((\mathrm{OPT}+\epsilon)^{2}\right)}{C_{1}}
$$

Letting $T=\Omega\left(1 / \epsilon^{2}\right)$, we have

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] \leq O((\mathrm{OPT}+\epsilon) \epsilon)+O\left((\mathrm{OPT}+\epsilon)^{2}\right)=O\left((\mathrm{OPT}+\epsilon)^{2}\right)
$$

and thus eq. (3.10) holds.
QED.

Sub-exponential distributions. Next we consider sub-exponential distributions. We first prove the following bound on the square of norm.

Lemma 3.14. Suppose $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential. Given any threshold $\tau>0$, it holds that

$$
\mathbb{E}\left[\|x\|_{2}^{2} \mathbb{1}_{\|x\|_{2} \geq \tau}\right] \leq d \alpha_{1}\left(\tau^{2}+2 \sqrt{d} \alpha_{2} \tau+2 d \alpha_{2}^{2}\right) \exp \left(-\frac{\tau}{\sqrt{d} \alpha_{2}}\right)
$$

Proof. First recall that

$$
\operatorname{Pr}\left(\|x\|_{2} \geq \tau\right) \leq \sum_{j=1}^{d} \operatorname{Pr}\left(\left|x_{j}\right| \geq \frac{\tau}{\sqrt{d}}\right) \leq d \alpha_{1} \exp \left(-\frac{\tau}{\sqrt{d} \alpha_{2}}\right)=: \delta(\tau) .
$$

Let $\mu(\tau):=\operatorname{Pr}\left(\|x\|_{2} \geq \tau\right)$. Integration by parts gives

$$
\mathbb{E}\left[\|x\|_{2}^{2} \mathbb{1}_{\|x\|_{2} \geq \tau}\right]=\int_{\tau}^{\infty} r^{2} \cdot(-\mathrm{d} \mu(r))=\tau^{2} \mu(\tau)+\int_{\tau}^{\infty} 2 r \mu(r) \mathrm{d} r \leq \tau^{2} \delta(\tau)+\int_{\tau}^{\infty} 2 r \delta(r) \mathrm{d} r .
$$

Calculation gives

$$
\mathbb{E}\left[\|x\|_{2}^{2} \mathbb{1}_{\|x\|_{2} \geq \tau}\right] \leq d \alpha_{1}\left(\tau^{2}+2 \sqrt{d} \alpha_{2} \tau+2 d \alpha_{2}^{2}\right) \exp \left(-\frac{\tau}{\sqrt{d} \alpha_{2}}\right)
$$

QED.
Now we are ready to prove Theorem 3.2 for sub-exponential distributions.
Proof of Theorem 3.2, sub-exponential distributions. At step $t$, we have

$$
\begin{align*}
\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2} & \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta\left\langle\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right) y_{t} x_{t}, w_{t}-\bar{r} \bar{u}\right\rangle+\eta^{2} \ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)^{2}\left\|x_{t}\right\|_{2}^{2} \\
& =\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta\left\langle\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right) y_{t} x_{t}, w_{t}-\bar{r} \bar{u}\right\rangle-\eta^{2} \ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)\left\|x_{t}\right\|_{2}^{2} \tag{3.15}
\end{align*}
$$

where we use $\left(\ell_{\mathrm{r}}^{\prime}\right)^{2}=-\ell_{\mathrm{r}}^{\prime}$. Next we bound $\mathbb{E}_{\left(x_{t}, y_{t}\right)}\left[-\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)\left\|x_{t}\right\|_{2}^{2}\right]$.
Let $\tau:=\sqrt{d} \alpha_{2} \ln (d / \epsilon)$. When $\left\|x_{t}\right\|_{2} \leq \tau$, we have

$$
\mathbb{E}\left[-\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)\left\|x_{t}\right\|_{2}^{2} \mathbb{1}_{\left\|x_{t}\right\|_{2} \leq \tau}\right] \leq \tau^{2} \mathcal{M}\left(w_{t}\right) \leq d \alpha_{2}^{2} \mathcal{M}\left(w_{t}\right) \cdot \ln (d / \epsilon)^{2}
$$

On the other hand, when $\left\|x_{t}\right\|_{2} \geq \tau$, Lemma 3.14 implies

$$
\begin{aligned}
\mathbb{E}\left[-\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)\left\|x_{t}\right\|_{2}^{2} \mathbb{1}_{\left\|x_{t}\right\|_{2} \geq \tau}\right] & \leq \mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2} \mathbb{1}_{\left\|x_{t}\right\|_{2} \geq \tau}\right] \\
& \leq d \alpha_{1} \cdot O\left(d \ln (d / \epsilon)^{2}\right) \cdot \frac{\epsilon}{d} \\
& =O\left(d \epsilon \ln (d / \epsilon)^{2}\right)
\end{aligned}
$$

where we also use $\ln (1 / \epsilon)>1$, since $\epsilon<1 / e$. To sum up,

$$
\mathbb{E}_{\left(x_{t}, y_{t}\right)}\left[-\ell_{\mathrm{r}}^{\prime}\left(y_{t}\left\langle w_{t}, x_{t}\right\rangle\right)\left\|x_{t}\right\|_{2}^{2}\right] \leq C d\left(\mathcal{M}\left(w_{t}\right)+\epsilon\right) \cdot \ln (d / \epsilon)^{2}
$$

for some constant $C$.
Now taking the expectation with respect to $\left(x_{t}, y_{t}\right)$ on both sides of eq. 3.15), we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2}\right] \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta\left(\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u})\right)+\eta^{2} C d\left(\mathcal{M}\left(w_{t}\right)+\epsilon\right) \cdot \ln (d / \epsilon)^{2} . \tag{3.16}
\end{equation*}
$$

Similarly to the bounded case, we will show that

$$
\begin{equation*}
\mathbb{E}\left[\min _{0 \leq t<T} \varphi_{t}\right]=O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon), \quad \text { where } \quad \varphi_{t}:=\varphi\left(w_{t}, \bar{u}\right) \tag{3.17}
\end{equation*}
$$

First, Lemma 3.13 implies

$$
\begin{aligned}
\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) \geq & \mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}\left(\left\|w_{t}\right\|_{2} \bar{u}\right)-O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \\
\geq & 2 C_{1}\left\|w_{t}\right\|_{2} \varphi_{t}^{2}-C_{2}\left\|w_{t}\right\|_{2} \varphi_{t} \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT}) \\
& -O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)
\end{aligned}
$$

where $C_{1}:=2 R^{3} /\left(3 U \pi^{2}\right)$ and $C_{2}=\left(1+2 \alpha_{1}\right) \alpha_{2}$. Note that if $\varphi_{t} \leq C_{2} \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT}) / C_{1}$, then eq. (3.17) holds; therefore in the following we assume

$$
\begin{equation*}
\varphi_{t} \geq \frac{C_{2}}{C_{1}} \cdot \mathrm{OPT} \cdot \ln (1 / \mathrm{OPT}) \tag{3.18}
\end{equation*}
$$

which implies

$$
\begin{align*}
\mathcal{R}_{\mathrm{r}}\left(w_{t}\right)-\mathcal{R}_{\mathrm{r}}(\bar{r} \bar{u}) & \geq C_{1}\left\|w_{t}\right\|_{2} \varphi_{t}^{2}-O\left((\mathrm{OPT} \cdot(1 / \mathrm{OPT})+\epsilon)^{2}\right) \\
& \geq C_{1} \varphi_{t}^{2}-O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \tag{3.19}
\end{align*}
$$

since $\|w\|_{2} \geq 1$ for all $w \in \mathcal{D}$.
On the other hand, for $\mathrm{OPT} \leq 1 / e$, eq. (3.18) and Lemma 3.10 imply

$$
\mathcal{M}\left(w_{t}\right)=\mathcal{R}_{0-1}\left(w_{t}\right) \leq \mathrm{OPT}+2 U \varphi_{t} \leq\left(\frac{C_{1}}{C_{2}}+2 U\right) \varphi_{t}
$$

Let

$$
C_{2}:=\frac{C_{1}}{\left(\frac{C_{1}}{C_{2}}+2 U\right) C}
$$

Note that if $\varphi_{t} \leq \epsilon$, then eq. (3.17) is true; otherwise we can assume $\epsilon \leq \varphi_{t}$, and let $\eta=\frac{C_{2 \epsilon}}{d \ln (d / \epsilon)^{2}}$, we have

$$
\begin{align*}
\eta C d\left(\mathcal{M}\left(w_{t}\right)+\epsilon\right) \ln (d / \epsilon)^{2} & =\frac{C_{2} \epsilon}{d \ln (d / \epsilon)^{2}} C d \mathcal{M}\left(w_{t}\right) \cdot \ln (d / \epsilon)^{2}+\frac{C_{2} \epsilon}{d \ln (d / \epsilon)^{2}} C d \epsilon \cdot \ln (d / \epsilon)^{2} \\
& \leq C_{2} \epsilon C\left(\frac{C_{1}}{C_{2}}+2 U\right) \varphi_{t}+C_{2} C \epsilon^{2} \\
& =C_{1} \epsilon \varphi_{t}+O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \\
& \leq C_{1} \varphi_{t}^{2}+O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \tag{3.20}
\end{align*}
$$

Now eqs. (3.16), (3.19) and (3.20) imply

$$
\begin{aligned}
\mathbb{E}\left[\left\|w_{t+1}-\bar{r} \bar{u}\right\|_{2}^{2}\right] & \leq\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-2 \eta C_{1} \varphi_{t}^{2}+\eta C_{1} \varphi_{t}^{2}+\eta \cdot O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \\
& =\left\|w_{t}-\bar{r} \bar{u}\right\|_{2}^{2}-\eta C_{1} \varphi_{t}^{2}+\eta \cdot O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)
\end{aligned}
$$

Taking the expectation and average, we have

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] \leq \frac{\left\|w_{0}-\bar{r} \bar{u}\right\|_{2}^{2}}{\eta C_{1} T}+\frac{O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)}{C_{1}}
$$

Note that $\left\|w_{0}-\bar{r} \bar{u}\right\|=\tan \left(\varphi_{0}\right)=O(\sqrt{\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon})$, and also recall $\eta=\frac{C_{2 \epsilon}}{d \ln (d / \epsilon)^{2}}$, we have

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] \leq \frac{O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon) d \ln (d / \epsilon)^{2}}{C_{1} C_{2} \epsilon T}+\frac{O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)}{C_{1}}
$$

Letting $T=\Omega\left(\frac{d \ln (d / \epsilon)^{2}}{\epsilon^{2}}\right)$, we have

$$
\begin{aligned}
\mathbb{E}\left[\frac{1}{T} \sum_{t<T} \varphi_{t}^{2}\right] & \leq O(\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon) \cdot \epsilon+O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right) \\
& =O\left((\mathrm{OPT} \cdot \ln (1 / \mathrm{OPT})+\epsilon)^{2}\right)
\end{aligned}
$$

and thus eq. (3.17) holds.
QED.

### 3.2 CHARACTERIZATION OF THE IMPLICIT BIAS

In this section, we will characterize the implicit bias of GD on a general training set. Specifically, we will show that GD, when applied to the task of logistic regression, outputs iterates which are biased to follow a unique ray defined by the data. The direction of this ray is the maximum-margin predictor of a maximal linearly separable subset of the data; the GD iterates converge to this ray in direction. The ray does not pass through the origin in general, and its offset is the bounded global optimum of the risk over the remaining data; gradient descent recovers this offset at a rate $O\left((\ln t)^{2} / \sqrt{t}\right)$.

This section is based on [17]. For simplicity, here we will often focus on the exponential loss; however, the logistic loss was also handled in [17].

Additional notation. Recall that the training set is denoted by $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, and for simplicity we let $z_{i}:=y_{i} x_{i}$. Assume $\left\|z_{i}\right\|_{2} \leq 1$ without loss of generality, and collect them into a matrix $Z \in \mathbb{R}^{n \times d}$ whose $i$-th row is given by $z_{i}^{\top}$. Given a loss function $\ell$, for any positive integer $k$ and any $v \in \mathbb{R}^{k}$, let $L(v):=\sum_{i=1}^{k} \ell\left(v_{i}\right)$, whereby $\widehat{\mathcal{R}}(w):=L(Z w) / n$, with gradient $\nabla \widehat{\mathcal{R}}(w):=Z^{\top} \nabla L(Z w) / n$. Note that we allow $L$ to have varying input dimension, which will be convenient in the following analysis.

As in Theorem 3.3, the matrix $Z$ defines a unique division of $\mathbb{R}^{d}$ into a direct sum of subspaces $\mathbb{R}^{d}=S \oplus S^{\perp}$. The rows of $Z$ are either within $S$ or $S^{c}$ (i.e., $\mathbb{R}^{d} \backslash S$ ), and without loss of generality reorder the examples (and permute the rows of $Z$ ) so that $Z=\left[\begin{array}{c}Z_{c} \\ Z_{S}\end{array}\right]$ where the rows of $Z_{S}$ are within $S$ and the rows of $Z_{c}$ are within $S^{c}$; tying this to the earlier discussion, $Z_{c}$ is the maximal linearly separable part of the data, and $Z_{S}$ consists of the remaining data. Furthermore, let $\Pi_{S}$ and $\Pi_{\perp}$ respectively denote orthogonal projection onto $S$ and $S^{\perp}$, and define $Z_{\perp}:=\Pi_{\perp} Z_{c}$ for simplicity, where each row of $Z_{c}$ is orthogonally projected onto $S^{\perp}$.

By this notation,

$$
\begin{aligned}
\Pi_{\perp} \nabla(L \circ Z)(w)=\Pi_{\perp}\left[\begin{array}{c}
Z_{c} \\
Z_{S}
\end{array}\right]^{\top} \nabla L\left(\left[\begin{array}{c}
Z_{c} \\
Z_{S}
\end{array}\right] w\right)=\Pi_{\perp}\left[\begin{array}{c}
Z_{c} \\
Z_{S}
\end{array}\right]^{\top}\left[\begin{array}{c}
\nabla L\left(Z_{c} w\right) \\
\nabla L\left(Z_{S} w\right)
\end{array}\right] & =\left[\begin{array}{c}
Z_{\perp} \\
0
\end{array}\right]^{\top}\left[\begin{array}{c}
\nabla L\left(Z_{c} w\right) \\
\nabla L\left(Z_{S} w\right)
\end{array}\right] \\
& =Z_{\perp}^{\top} \nabla L\left(Z_{c} w\right),
\end{aligned}
$$

which has made use of $L$ at varying input dimensions.
GD here starts with $w_{0}:=0$, and thereafter set $w_{j+1}:=w_{j}-\eta_{j} \nabla \widehat{\mathcal{R}}\left(w_{j}\right)$. It is convenient to define $\gamma_{j}:=\left\|\nabla(\ln \widehat{\mathcal{R}})\left(w_{j}\right)\right\|_{2}=\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2} / \widehat{\mathcal{R}}\left(w_{j}\right)$ and $\hat{\eta}_{j}:=\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right)$, whereby

$$
\left\|w_{t}\right\|_{2} \leq \sum_{j<t} \eta_{j}\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}=\sum_{j<t} \hat{\eta}_{j} \gamma_{j}
$$

### 3.2.1 Problem structure

In this subsection, we characterize the unique ray $\{\bar{v}+r \cdot \bar{u}: r \geq 0\}$ to which GD iterates are biased. To build towards this, first consider the following examples.

Linearly separable. Consider the data at right in Figure 3.2; a blue circle of positive points, and a red circle of negative points. The data is linearly separable: there exist vectors $u \in \mathbb{R}^{d}$ with positive margin, meaning $\min _{i}\left\langle u, x_{i} y_{i}\right\rangle>0$. Taking any such $u$ and extending it to infinity will achieve 0 risk, but this is not what gradient descent chooses. Constraining $u$ to have unit norm, a unique maximum margin point $\bar{u}=-e_{1}$ is obtained. The green gradient descent iterates follow $\bar{u}$ exactly.


Figure 3.3: Strongly convex.

Strong convexity. Now consider moving the circles of data in Figure 3.2 until they overlap, obtaining Figure 3.3. This data is not linearly separable; indeed, given any nonzero vector $u \in \mathbb{R}^{d}$, there exist data points incorrectly classified by $u$, and therefore extending $u$ indefinitely will cause the risk to also increase to infinity. It follows that the risk itself is 0-coercive [70], and moreover strongly convex over bounded subsets, with a unique optimum $\bar{v}$. Gradient descent converges towards $\bar{v}$.

An intermediate setting. The preceding two settings either had the circles overlapping, or far apart. What if they are pressed together so that they touch at the origin? Excluding the point at the origin, the circles may still be separated with the maximum mar-


Figure 3.4: Mixed data. gin separator $\bar{u}=-e_{1}$ from the linearly separable instance Figure 3.2. This example is our first taste of the general ray $\{\bar{v}+r \cdot \bar{u}: r \geq 0\}$, albeit still with some triviality: $\bar{v}=0$. Specifically, $\bar{u}$ is the maximum margin separator of all data excluding the point at the origin; the risk in this instance is bounded below by $\ell(0) / n$, which is the necessary error on the point at the origin; the global optimum for that single point is $\bar{v}=0$.

The general case. Combining elements


Figure 3.5: The general case. from the preceding examples, the general case may be characterized as follows; it appears in Figure 3.5, with all relevant objects labeled. In the general case, the dataset consists of a maximal linearly separable subset $Z_{c}$, with the remaining data falling into a subset $Z_{S}$ over which the empirical risk is strongly convex. Specifically, $Z_{c}$ is constructed with the following greedy procedure: for each example $\left(x_{i}, y_{i}\right)$, include it in $Z_{c}$ if there exists $u_{i}$ with $\left\langle u_{i}, x_{i} y_{i}\right\rangle>0$ and $\min _{j}\left\langle u_{j}, x_{j} y_{j}\right\rangle \geq 0$. The aggregate $u:=\sum_{i \in Z_{c}} u_{i}$ satisfies $\left\langle u, x_{i} y_{i}\right\rangle>0$ for $i \in Z_{c}$ and $\left\langle u, x_{i} y_{i}\right\rangle=0$ otherwise. Therefore $Z_{c}$ can be strictly separated by some vector $u$ orthogonal to $Z_{S}$; let $\bar{u}$ denote the maximum margin separator of $Z_{c}$, which is also orthogonal to $Z_{S}$.

Turning now to $Z_{S}$, any vector $v$ which is correct on some $\left(x_{i}, y_{i}\right) \in Z_{S}$ (i.e., $\left\langle u, x_{i} y_{i}\right\rangle>0$ ) must also be incorrect on some other example $\left(x_{j}, y_{j}\right)$ in $Z_{S}$ (i.e., $\left\langle v, x_{j} y_{j}\right\rangle<0$ ); otherwise, $\left(x_{i}, y_{i}\right)$ would have been included in $Z_{c}$ ! Consequently, as in Figure 3.3 above, the empirical risk restricted to $Z_{S}$ is strongly convex, with a unique optimum $\bar{v}$. The gradient descent iterates follow the ray $\{\bar{v}+r \cdot \bar{u}: r \geq 0\}$, which means they are globally optimal along $Z_{S}$, and achieve zero risk and follow the maximum margin direction $\bar{u}$.

Turning back to the construction in Figure 3.5, the linearly separable data $Z_{c}$ is the two red and blue circles, while $Z_{S}$ consists of data points on the vertical axis. The points in $Z_{S}$ do not affect $\bar{u}$, and have been adjusted to move $\bar{v}$ away from 0 , where it rested in Figure 3.4.

The above constructions are made rigorous in the following Theorem 3.3; its proof follows
the intuition above.
Theorem 3.3. The rows of $Z$ can be uniquely partitioned into matrices ( $Z_{S}, Z_{c}$ ), with a corresponding pair of orthogonal subspaces $\left(S, S^{\perp}\right)$ where $S=\operatorname{span}\left(Z_{S}^{\top}\right)$ satisfying the following properties.

1. (Strongly convex part.) If $\ell$ is twice continuously differentiable with $\ell^{\prime \prime}>0$, and $\ell \geq 0$, and $\lim _{z \rightarrow \infty} \ell(z)=0$, then $L \circ Z$ is strongly convex over compact subsets of $S$, and $L \circ Z_{S}$ admits a unique minimizer $\bar{v}$ with $\inf _{w \in \mathbb{R}^{d}} L(Z w)=\inf _{v \in S} L\left(Z_{S} v\right)=L\left(Z_{S} \bar{v}\right)$.
2. (Separable part.) If $Z_{c}$ is nonempty (and thus so is $Z_{\perp}$ ), then $Z_{\perp}$ is linearly separable. The maximum margin is given by

$$
\gamma:=\max \left\{\min _{i}\left(Z_{\perp} u\right)_{i}:\|u\|_{2}=1\right\}=\min \left\{\left\|Z_{\perp}^{\top} q\right\|_{2}: q \geq 0, \sum_{i} q_{i}=1\right\}>0
$$

and the maximum margin solution $\bar{u}$ is the unique optimum to the primal problem, satisfying $\bar{u}=Z_{\perp}^{\top} \bar{q} / \gamma$ for every dual optimum $\bar{q}$. If $\ell \geq 0$ and $\lim _{z \rightarrow \infty} \ell(z)=0$, then

$$
\inf _{w \in \mathbb{R}^{d}} L(Z w)=L\left(Z_{S} \bar{v}\right)+\lim _{r \rightarrow \infty} L\left(Z_{c}(\bar{v}+r \bar{u})\right)=L\left(Z_{S} \bar{v}\right)
$$

Before proving Theorem 3.3, note the following result characterizing margin maximization over $S^{\perp}$, which can be showed by applying Lemma 2.3 to $Z_{\perp}$.

Lemma 3.15. Suppose $Z_{\perp}$ has $n_{c}>0$ rows and there exists $u$ with $Z_{\perp} u>0$. Then

$$
\gamma:=\max \left\{\min _{i}\left(Z_{\perp} u\right)_{i}:\|u\|_{2}=1\right\}=\min \left\{\left\|Z_{\perp}^{\top} q\right\|_{2}: q \geq 0, \sum_{i} q_{i}=1\right\}>0
$$

Moreover there exists a unique nonzero primal optimum $\bar{u}$, and every dual optimum $\bar{q}$ satisfies $\bar{u}=Z_{\perp}^{\top} \bar{q} / \gamma$.

The proof of Theorem 3.3 follows.
Proof of Theorem 3.3. Partition the rows of $Z$ into $Z_{c}$ and $Z_{S}$ as follows. For each row $i$, put it in $Z_{c}$ if there exists $u_{i}$ so that $Z u_{i} \geq 0$ (coordinate-wise) and $\left(Z u_{i}\right)_{i}>0$; otherwise, when no such $u_{i}$ exists, add this row to $Z_{S}$. Define $S:=\operatorname{span}\left(Z_{S}^{\top}\right)$, the linear span of the rows of $Z_{S}$. This has the following consequences.

- To start, $S^{\perp}=\operatorname{span}\left(Z_{S}^{\top}\right)^{\perp}=\operatorname{ker}\left(Z_{S}\right) \supseteq \operatorname{ker}(Z)$.
- For each row $i$ of $Z_{c}$, the corresponding $u_{i}$ has $Z_{S} u_{i}=0$, since otherwise $Z u_{i} \geq 0$ implies there would be a positive coordinate of $Z_{S} u_{i}$, and this row should be in $Z_{c}$ not $Z_{S}$. Combining this with the preceding point, $u_{i} \in \operatorname{ker}\left(Z_{S}\right)=S^{\perp}$. Define $\tilde{u}:=$ $\sum_{i} u_{i} \in S^{\perp}$, whereby $Z_{c} \tilde{u}>0$ and $Z_{S} \tilde{u}=0$. Lastly, $\tilde{u} \in \operatorname{ker}\left(Z_{S}\right)$ implies moreover that $Z_{\perp} \tilde{u}=Z_{c} \tilde{u}>0$. As such, when $Z_{c}$ has a positive number of rows, Lemma 3.15 can be applied, resulting in the desired unique $\bar{u}=Z_{\perp}^{\top} \bar{q} / \gamma \in S^{\perp}$ with $\gamma>0$.
- $S, S^{\perp}, Z_{S}, Z_{c}$, and $\bar{u}$ are unique and constructed from $Z$, with no dependence on $\ell$.
- If $Z_{c}$ is empty, the proof is trivial, thus suppose $Z_{c}$ is nonempty. Since $\lim _{z \rightarrow \infty} \ell(z)=0$,

$$
0 \leq \inf _{w \in \mathbb{R}^{d}} L\left(Z_{c} w\right) \leq \inf _{w \in S^{\perp}} L\left(Z_{c} w\right) \leq \inf _{u \in S^{\perp}} L\left(Z_{c} u\right) \leq \lim _{r \rightarrow \infty} L\left(r \cdot Z_{c} \bar{u}\right)=0
$$

Since these inequalities start and end with 0 , they are equalities, and consequently $\inf _{w \in \mathbb{R}^{d}}=\inf _{u \in S^{\perp}} L\left(Z_{c} u\right)=0$. Moreover,

$$
\begin{aligned}
\inf _{w \in \mathbb{R}^{d}} L(A w) & \leq \inf _{v \in S}\left(L\left(Z_{S}(u+v)+L\left(Z_{c}(u+v)\right)\right)=\inf _{v \in S}\left(L\left(Z_{S} v\right)+\inf _{u \in S^{\perp}} L\left(Z_{c}(u+v)\right)\right)\right. \\
& \leq\left(\inf _{v \in S} L\left(Z_{S} v\right)\right)+\left(\inf _{u \in S^{\perp}} L\left(Z_{c} u\right)\right)=\left(\inf _{v \in S} L\left(Z_{S} v\right)\right) \leq \inf _{w \in \mathbb{R}^{d}} L(A w) .
\end{aligned}
$$

which again is in fact a chain of equalities.

- For every $v \in S$ with $\|v\|_{2}>0$, there exists a row $a$ of $Z_{S}$ such that $\langle a, v\rangle<0$. To see this, suppose contradictorily that $Z_{S} v \geq 0$. It cannot hold that $Z_{S} v=0$, since $v \neq 0$ and $\operatorname{ker}\left(Z_{S}\right) \subseteq S^{\perp}$. this means $Z_{S} v \geq 0$ and moreover $\left(Z_{S} v\right)_{i}>0$ for some $i$. But since $Z \bar{u} \geq 0$ and $Z_{c} \bar{u}>0$, then for a sufficiently large $r>0, Z(v+r \bar{u}) \geq 0$ and $\left(Z_{S}(v+r \bar{u})\right)_{i}>0$, which means row $i$ of $Z_{S}$ should have been in $Z_{c}$, a contradiction.
- Consider any $v \in S \backslash\{0\}$. By the preceding point, there exists a row $a$ of $Z_{S}$ such that $\langle a, v\rangle<0$. Since $\ell(0)>0$ (because $\ell^{\prime \prime}>0$ ) and $\lim _{z \rightarrow \infty} \ell(z)=0$, there exists $r>0$ so that $\ell(-r\langle a, v\rangle)=\ell(0) / 2$. By convexity, for any $t>0$, setting $\alpha:=r /(t+r)$ and noting $\alpha\langle a, t v\rangle+(1-\alpha)\langle a,-r v\rangle=0$,

$$
\alpha \ell(t\langle a, v\rangle) \geq \ell(0)-(1-\alpha) \ell(-r\langle a, v\rangle)=\left(\frac{1+\alpha}{2}\right) \ell(0),
$$

thus $\ell(t\langle a, v\rangle) \geq\left(\frac{1+\alpha}{2 \alpha}\right) \ell(0)=\left(\frac{t+2 r}{2 r}\right) \ell(0)$, and

$$
\lim _{t \rightarrow \infty} \frac{L(t A v)-L(0)}{t} \geq \lim _{t \rightarrow \infty} \frac{\ell(t\langle a, v\rangle)-n \ell(0)}{t} \geq \lim _{t \rightarrow \infty} \frac{\ell(0)}{2 r}\left(\frac{(t+2 r)-2 n r}{t}\right)>0
$$

Consequently, $L \circ Z$ has compact sublevel sets over $S$ [70, Proposition B.3.2.4].

- Note $\nabla^{2} L(v)=\operatorname{diag}\left(\ell^{\prime \prime}\left(v_{1}\right), \ldots, \ell^{\prime \prime}\left(v_{n}\right)\right)$. Moreover, since $\operatorname{ker}(Z) \subseteq S^{\perp}$, then the image $B_{0}:=\left\{Z v: v \in S,\|v\|_{2}=1\right\}$ over the surface of the ball in $S$ through $Z$ is a collection of vectors with positive length. Thus for any compact subset $S_{0} \subseteq S$,

$$
\begin{aligned}
\inf _{\substack{v_{1} \in S_{0} \\
v_{2} \in S,\left\|v_{2}\right\|_{2}=1}} v_{2}^{\top} \nabla^{2}(L \circ A)\left(v_{1}\right) v_{2} & =\inf _{\substack{v_{1} \in S_{0} \\
v_{2} \in S,\left\|v_{2}\right\|_{2}=1}}\left(A v_{2}\right)^{\top} \nabla^{2} L\left(A v_{1}\right)\left(A v_{2}\right) \\
& =\inf _{\substack{v_{1} \in S_{0} \\
v_{3} \in B_{0}}} v_{3}^{\top} \nabla^{2} L\left(A v_{1}\right) v_{3} \\
& \geq \inf _{\substack{v_{1} \in S_{0} \\
v_{3} \in B_{0}}}\left\|v_{3}\right\|_{2}^{2} \min _{i} \ell^{\prime \prime}\left(\left(v_{1}\right)_{i}\right)>0,
\end{aligned}
$$

the final inequality since the minimization is of a continuous function over a compact set, thus attained at some point, and the infimand is positive over the domain. Consequently, $L \circ Z$ is strongly convex over compact subsets of $S$.

- Since $L \circ Z$ is strongly convex over $S$ and moreover has bounded sublevel sets over $S$, it attains a unique optimum over $S$.

QED.

### 3.2.2 Risk convergence

In this subsection, we prove risk convergence guarantees for the exponential loss, which will also be useful in the characterization of the implicit bias.

Note that the exponential loss is not globally smooth, but we can still use local smoothness and prove the following result. The proof is based on the convergence guarantee for AdaBoost [12]. Recall the definitions $\gamma_{j}:=\left\|\nabla(\ln \widehat{\mathcal{R}})\left(w_{j}\right)\right\|_{2}=\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2} / \widehat{\mathcal{R}}\left(w_{j}\right)$ and $\hat{\eta}_{j}:=\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right)$.

Lemma 3.16. Suppose $\ell$ is convex, $\left|\ell^{\prime}\right| \leq \ell, \ell^{\prime \prime} \leq \ell$, and $\hat{\eta}_{j}=\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right) \leq 1$. Then

$$
\widehat{\mathcal{R}}\left(w_{j+1}\right) \leq \widehat{\mathcal{R}}\left(w_{j}\right)-\eta_{j}\left(1-\frac{\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right)}{2}\right)\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2}=\widehat{\mathcal{R}}\left(w_{j}\right)\left(1-\hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}^{2}\right)
$$

and thus

$$
\widehat{\mathcal{R}}\left(w_{t}\right) \leq \widehat{\mathcal{R}}\left(w_{0}\right) \prod_{j<t}\left(1-\hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}^{2}\right) \leq \widehat{\mathcal{R}}\left(w_{0}\right) \exp \left(-\sum_{j<t} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}^{2}\right)
$$

Additionally, $\left\|w_{t}\right\|_{2} \leq \sum_{j<t} \hat{\eta}_{j} \gamma_{j}$.
Next we prove Lemma 3.16. For convenience, for the rest of this subsection define $w^{\prime}:=$ $w-\eta \nabla \widehat{\mathcal{R}}(w)=w-\eta Z^{\top} \nabla L(Z w) / n$, and suppose throughout that $\ell$ is twice differentiable.

Lemma 3.17. For any $w \in \mathbb{R}^{d}$,

$$
\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)-\eta\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}+\frac{\eta^{2}}{2}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2} \max _{v \in\left[w, w^{\prime}\right]} \sum_{i} \ell^{\prime \prime}\left(Z_{i} v\right) / n
$$

Proof. By Taylor expansion,

$$
\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)-\eta\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}+\frac{1}{2} \max _{v \in\left[w, w^{\prime}\right]} \sum_{i}\left(Z_{i}\left(w-w^{\prime}\right)\right)^{2} \ell^{\prime \prime}\left(Z_{i} v\right) / n
$$

By Hölder's inequality,

$$
\max _{v \in\left[w, w^{\prime}\right]} \sum_{i}\left(Z_{i}\left(w-w^{\prime}\right)\right)^{2} \ell^{\prime \prime}\left(Z_{i} v\right) \leq \max _{v \in\left[w, w^{\prime}\right]}\left\|Z\left(w-w^{\prime}\right)\right\|_{\infty}^{2} \sum_{i} \ell^{\prime \prime}\left(Z_{i} v\right)
$$

Since $\max _{i}\left\|Z_{i}\right\|_{2} \leq 1$,

$$
\begin{aligned}
\left\|Z\left(w-w^{\prime}\right)\right\|_{\infty}^{2}=\eta^{2}\|Z \nabla \widehat{\mathcal{R}}(w)\|_{\infty}^{2} & =\eta^{2} \max _{i}\left\langle Z_{i}, \nabla \widehat{\mathcal{R}}(w)\right\rangle^{2} \\
& \leq \eta^{2} \max _{i}\left\|Z_{i}\right\|^{2}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2} \leq \eta^{2}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}
\end{aligned}
$$

Thus

$$
\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)-\eta\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}+\frac{\eta^{2}}{2}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2} \max _{v \in\left[w, w^{\prime}\right]} \sum_{i} \ell^{\prime \prime}\left(Z_{i} v\right) / n
$$

QED.
Lemma 3.18. Suppose $\left|\ell^{\prime}\right|, \ell^{\prime \prime} \leq \ell$ and $\ell$ is convex. Then, for any $w \in \mathbb{R}^{d}$,

$$
\max _{v \in\left[w, w^{\prime}\right]} \sum_{i} \ell^{\prime \prime}\left(Z_{i} v\right) / n \leq \max \left\{\widehat{\mathcal{R}}(w), \widehat{\mathcal{R}}\left(w^{\prime}\right)\right\}
$$

Define $\hat{\eta}:=\eta \widehat{\mathcal{R}}(w)$ and suppose $\hat{\eta} \leq 1$; then $\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)$ and

$$
\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)\left(1-\hat{\eta}(1-\hat{\eta} / 2) \frac{\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}}{\widehat{\mathcal{R}}(w)^{2}}\right)
$$

Proof. Since $\ell^{\prime \prime} \leq \ell$ and $\ell$ is convex,

$$
\max _{v \in\left[w, w^{\prime}\right]} \sum_{i} \ell^{\prime \prime}\left(Z_{i} v\right) / n \leq \max _{v \in\left[w, w^{\prime}\right]} \sum_{i} \ell\left(Z_{i} v\right) / n=\max _{v \in\left[w, w^{\prime}\right]} \widehat{\mathcal{R}}(v)=\max \left\{\widehat{\mathcal{R}}(w), \widehat{\mathcal{R}}\left(w^{\prime}\right)\right\} .
$$

Combining this, the choice of $\eta$, and Lemma 3.17,

$$
\begin{aligned}
\widehat{\mathcal{R}}\left(w^{\prime}\right) & \leq \widehat{\mathcal{R}}(w)-\eta\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}+\frac{\eta^{2}}{2}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2} \max \left\{\widehat{\mathcal{R}}(w), \widehat{\mathcal{R}}\left(w^{\prime}\right)\right\} \\
& =\widehat{\mathcal{R}}(w)-\frac{\hat{\eta}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}}{\widehat{\mathcal{R}}(w)}\left(1-\frac{\hat{\eta}}{2} \frac{\max \left\{\widehat{\mathcal{R}}(w), \widehat{\mathcal{R}}\left(w^{\prime}\right)\right\}}{\widehat{\mathcal{R}}(w)}\right)
\end{aligned}
$$

Finally, suppose $\widehat{\mathcal{R}}\left(w^{\prime}\right)>\widehat{\mathcal{R}}(w) ;$ since $\hat{\eta} \leq 1$ and $\left|\ell^{\prime}\right| \leq \ell$ and $\max _{i}\left\|Z_{i}\right\|_{2} \leq 1$,

$$
\frac{\widehat{\mathcal{R}}\left(w^{\prime}\right)}{\widehat{\mathcal{R}}(w)}-1 \leq \frac{\hat{\eta}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}}{\widehat{\mathcal{R}}(w)^{2}}\left(\frac{\hat{\eta}}{2} \frac{\widehat{\mathcal{R}}\left(w^{\prime}\right)}{\widehat{\mathcal{R}}(w)}-1\right) \leq \hat{\eta}\left(\frac{\hat{\eta}}{2} \frac{\widehat{\mathcal{R}}\left(w^{\prime}\right)}{\widehat{\mathcal{R}}(w)}-1\right) \leq \frac{1}{2} \frac{\widehat{\mathcal{R}}\left(w^{\prime}\right)}{\widehat{\mathcal{R}}(w)}-1
$$

a contradiction. Therefore $\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)$, which in turn implies

$$
\widehat{\mathcal{R}}\left(w^{\prime}\right) \leq \widehat{\mathcal{R}}(w)-\frac{\hat{\eta}\|\nabla \widehat{\mathcal{R}}(w)\|_{2}^{2}}{\widehat{\mathcal{R}}(w)}\left(1-\frac{\hat{\eta}}{2}\right)
$$

QED.
Together, these pieces prove the desired smoothness inequality.
Proof of Lemma 3.16. For any $j<t$, by Lemma 3.18 and the definition of $\gamma_{j}$,

$$
\widehat{\mathcal{R}}\left(w_{j+1}\right) \leq \widehat{\mathcal{R}}\left(w_{j}\right)\left(1-\hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \frac{\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)^{2}}\right)=\widehat{\mathcal{R}}\left(w_{j}\right)\left(1-\hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}^{2}\right)
$$

Applying this recursively gives the bound.
Lastly,

$$
\left\|w_{t}\right\|_{2}=\left\|\sum_{j<t} \hat{\eta}_{j} \nabla \widehat{\mathcal{R}}\left(w_{j}\right) / \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2} \leq \sum_{j<t}\left\|\hat{\eta}_{j} \nabla \widehat{\mathcal{R}}\left(w_{j}\right) / \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}=\sum_{j<t} \hat{\eta}_{j} \gamma_{j}
$$

QED.

Now by combining Lemma 3.16 and Lemma 2.13, we can prove the following risk bound.
Theorem 3.4. For $\ell \in\left\{\ell_{\log }, \ell_{\exp }\right\}$, given step sizes $\eta_{j} \leq 1$ and $w_{0}=0$, then for any $t \geq 1$,

$$
\widehat{\mathcal{R}}\left(w_{t}\right)-\inf _{w \in \mathbb{R}^{d}} \widehat{\mathcal{R}}(w) \leq \frac{\exp \left(\|\bar{v}\|_{2}\right)}{t}+\frac{\|\bar{v}\|_{2}^{2}+\ln (t)^{2} / \gamma^{2}}{2 \sum_{j=0}^{t-1} \eta_{j}} .
$$

Proof. Note that both $\ell_{\exp }$ and $\ell_{\log }$ satisfy the conditions of Lemma 3.16. Moreover, since $\widehat{\mathcal{R}}\left(w_{0}\right)=\ell(0) \leq 1$, it follows that as long as $\eta_{j} \leq 1$, we have $\hat{\eta}_{j}=\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right) \leq 1$ and $\widehat{\mathcal{R}}\left(w_{j+1}\right) \leq \widehat{\mathcal{R}}\left(w_{j}\right)$. Therefore Lemma 3.16 implies

$$
\widehat{\mathcal{R}}\left(w_{j+1}\right) \leq \widehat{\mathcal{R}}\left(w_{j}\right)-\eta_{j}\left(1-\frac{\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right)}{2}\right)\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2} \leq \widehat{\mathcal{R}}\left(w_{j}\right)-\frac{\eta_{j}}{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2},
$$

and it then follows from Lemma 2.13 that for any $\bar{w} \in \mathbb{R}^{d}$,

$$
\widehat{\mathcal{R}}\left(w_{t}\right) \leq \widehat{\mathcal{R}}(\bar{w})+\frac{\|\bar{w}\|_{2}^{2}}{2 \sum_{j<t} \eta_{j}}
$$

The proof is done by letting $\bar{w}:=\bar{v}+\bar{u} \ln (t) / \gamma$, since
$L(Z \bar{w})=L\left(Z_{S} \bar{v}\right)+L\left(Z_{c} \bar{w}\right) \leq \inf _{w} L(A w)+n \exp \left(\|\bar{v}\|_{2}-\ln (t)\right)=\inf _{w} L(A w)+\frac{n \exp \left(\|\bar{v}\|_{2}\right)}{t}$,
where we invoke Theorem 3.3 and use $\ell_{\log } \leq \ell_{\exp }$ and $\left\|z_{i}\right\|_{2} \leq 1$.
QED.

### 3.2.3 The implicit bias analysis

Here is our implicit bias result.
Theorem 3.5. Consider the exponential loss. Let the learning rate $\eta_{j}=1 / \sqrt{j+1}$, then it holds that

$$
\left\|\Pi_{S} w_{t}\right\|_{2}=\Theta(1) \quad \text { and } \quad\left\|\Pi_{S} w_{t}-\bar{v}\right\|_{2}^{2}=O\left(\frac{\ln (t)^{2}}{\sqrt{t}}\right)
$$

and if $Z_{c}$ is nonempty, then $w_{t} /\left\|w_{t}\right\|_{2} \rightarrow \bar{u}$.
Below we prove Theorem 3.5. Note that to illustrate the key proof ideas, we only focus on the exponential loss and asymptotic convergence here; 17] further handled the logistic loss and provided convergence rates.

The analysis over $S$ is easy. For convenience, define

$$
\widehat{\mathcal{R}}_{S}(w):=\frac{L\left(Z_{S} w\right)}{n}, \quad \widehat{\mathcal{R}}_{c}(w):=\frac{L\left(Z_{c} w\right)}{n}, \quad \overline{\mathcal{R}}:=\inf _{w \in \mathbb{R}^{d}} \widehat{\mathcal{R}}(w)
$$

and note $\widehat{\mathcal{R}}(w)=\widehat{\mathcal{R}}_{S}(w)+\widehat{\mathcal{R}}_{c}(w)$. Convergence over $S$ is a consequence of strong convexity (cf. Theorem 3.3) and risk convergence (cf. Theorem 3.4).

Lemma 3.19. Let $\lambda$ denote the modulus of strong convexity of $\widehat{\mathcal{R}}_{S}$ over the 1 -sublevel set (guaranteed positive by Theorem 3.3). Then for any $t \geq 1$,

$$
\left\|\Pi_{S} w_{t}-\bar{v}\right\|_{2}^{2} \leq \frac{2}{\lambda} \min \left\{1, \frac{\exp \left(\|\bar{v}\|_{2}\right)}{t}+\frac{\|\bar{v}\|_{2}^{2}+\ln (t)^{2} / \gamma^{2}}{2 \sum_{j=0}^{t-1} \eta_{j}}\right\}
$$

Proof. By Theorem $3.3, \widehat{\mathcal{R}}_{S}(\bar{v})=\overline{\mathcal{R}}$. Thus, by strong convexity,

$$
\left\|\Pi_{S} w_{t}-\bar{v}\right\|_{2}^{2} \leq \frac{2}{\lambda}\left(\widehat{\mathcal{R}}_{S}(w)-\widehat{\mathcal{R}}_{S}(\bar{v})\right) \leq \frac{2}{\lambda}\left(\widehat{\mathcal{R}}\left(w_{t}\right)-\inf _{w \in \mathbb{R}^{d}} \widehat{\mathcal{R}}(w)\right) .
$$

The bound follows by noting $\widehat{\mathcal{R}}\left(w_{t}\right) \leq \widehat{\mathcal{R}}\left(w_{0}\right) \leq 1$, and alternatively invoking in Theorem 3.4.
QED.
If $Z_{c}$ is empty, the proof is complete by plugging $\eta_{j}=1 / \sqrt{j+1}$ into Lemma 3.19. The rest of this subsection assumes $Z_{c}$ is nonempty and establishes convergence to $\bar{u} \in S^{\perp}$.

First we prove the following key lemma, using the Fenchel-Young inequality.
Lemma 3.20. For any $w \in \mathbb{R}^{d}$,

$$
\frac{\langle\bar{u}, w\rangle}{\|w\|_{2}} \geq \frac{-\ln (\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})}{\gamma\|w\|_{2}}-\frac{\ln (n)+\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\|w\|_{2}} .
$$

Note the additional term $\left\|\Pi_{S}(w)\right\|_{2}$; by Lemma 3.19, this term is bounded.
Proof. First note that

$$
Z_{\perp} w=Z_{c} \Pi_{\perp} w=Z_{c} w+Z_{c}\left(\Pi_{\perp} w-w\right)=Z_{c} w-Z_{c} \Pi_{S} w
$$

thus

$$
\begin{aligned}
\left\langle\bar{q}, Z_{\perp} w\right\rangle & =\left\langle\bar{q}, Z_{c} w\right\rangle-\left\langle\bar{q}, Z_{c} \Pi_{S}(w)\right\rangle \geq\left\langle\bar{q}, Z_{c} w\right\rangle-\|\bar{q}\|_{1}\left\|Z_{c} \Pi_{S}(w)\right\|_{\infty} \\
& =\left\langle\bar{q}, Z_{c} w\right\rangle-\max _{i}\left(Z_{c}\right)_{i:} \Pi_{S}(w) \geq\left\langle\bar{q}, Z_{c} w\right\rangle-\left\|\Pi_{S}(w)\right\|_{2}
\end{aligned}
$$

where $\bar{q}$ is the optimal dual solution given by Theorem 3.3. Moreover, note that given $\xi \in \mathbb{R}^{k}$, we have $\ln L(\xi)=\ln \sum_{i=1}^{k} \exp \left(-\xi_{i}\right)$, so it follows from the Fenchel-Young inequality that

$$
\begin{aligned}
\frac{\langle\bar{u}, w\rangle}{\|w\|_{2}}=\frac{\left\langle Z_{\perp}^{\top} \bar{q}, w\right\rangle}{\gamma\|w\|_{2}}=\frac{\left\langle\bar{q}, Z_{\perp} w\right\rangle}{\gamma\|w\|_{2}} & \geq-\frac{\left\langle\bar{q},-Z_{c} w\right\rangle}{\gamma\|w\|_{2}}-\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\|w\|_{2}} \\
& \geq-\frac{\ln L_{c}(w)+g^{*}(\bar{q})}{\gamma\|w\|_{2}}-\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\|w\|_{2}} \\
& \geq-\frac{\ln \widehat{\mathcal{R}}_{c}(w)+\ln (n)}{\gamma\|w\|_{2}}-\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\|w\|_{2}}
\end{aligned}
$$

where $g^{*}(\bar{q}) \leq 0$ denotes the negative entropy of $\bar{q}$. Also note that $\widehat{\mathcal{R}}_{c}(w) \leq \widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}$, we have

$$
\frac{\langle\bar{u}, w\rangle}{\|w\|_{2}} \geq-\frac{\ln (\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})+\ln (n)}{\gamma\|w\|_{2}}-\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\|w\|_{2}} .
$$

QED.
To apply Lemma 3.20, we also need the following bound on $\widehat{\mathcal{R}}\left(w_{t}\right)-\overline{\mathcal{R}}$.
Lemma 3.21. Suppose $\hat{\eta}_{j} \leq 1$ (meaning $\eta_{j} \leq 1 / \widehat{\mathcal{R}}\left(w_{j}\right)$ ). Also suppose that $j$ is large enough such that $\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}} \leq \lambda(1-r) / 2$ for some $r \in(0,1)$, where $\lambda$ is the strong convexity modulus of $\widehat{\mathcal{R}}_{S}$ over the 1 -sublevel set. Then

$$
\widehat{\mathcal{R}}\left(w_{j+1}\right)-\overline{\mathcal{R}} \leq\left(\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}\right) \exp \left(-r \gamma \gamma_{j} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right)\right) .
$$

Proof of Lemma 3.21. Invoking Lemmas 3.17 and 3.18 and proceeding as in Lemma 3.18,

$$
\begin{align*}
\widehat{\mathcal{R}}\left(w_{j+1}\right)-\overline{\mathcal{R}} & \leq \widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}-\eta_{j}\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2}+\frac{\eta_{j}^{2} \widehat{\mathcal{R}}\left(w_{j}\right)}{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2} \\
& \leq\left(\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}\right)\left(1-\frac{\eta_{j}\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}^{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}}\left(1-\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right) / 2\right)\right) \\
& =\left(\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}\right)\left(1-\frac{\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}} \cdot \frac{\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right)\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)}\left(1-\eta_{j} \widehat{\mathcal{R}}\left(w_{j}\right) / 2\right)\right) \\
& \leq\left(\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}\right)\left(1-\frac{\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}} \cdot \hat{\eta}_{j} \gamma_{j}\left(1-\hat{\eta}_{j} / 2\right)\right) \tag{3.21}
\end{align*}
$$

Next it will be shown, by analyzing two cases, that

$$
\begin{equation*}
\frac{\left\|\nabla \widehat{\mathcal{R}}\left(w_{j}\right)\right\|_{2}}{\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}} \geq r \gamma \tag{3.22}
\end{equation*}
$$

In the following, for notational simplicity let $w$ denote $w_{j}$.

- Suppose $\widehat{\mathcal{R}}_{c}(w)<r(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})$. Consequently,

$$
\widehat{\mathcal{R}}_{S}(w)-\overline{\mathcal{R}}>(1-r)(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})
$$

Then, since $4(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}) \leq 2 \lambda(1-r)$,

$$
\begin{aligned}
\frac{\|\nabla \widehat{\mathcal{R}}(w)\|_{2}}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} & \geq \frac{-\left\|\nabla \widehat{\mathcal{R}}_{c}(w)\right\|_{2}+\left\|\nabla \widehat{\mathcal{R}}_{S}(w)\right\|_{2}}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \\
& \geq \frac{-\widehat{\mathcal{R}}_{c}(w)+\sqrt{2 \lambda\left(\widehat{\mathcal{R}}_{S}(w)-\overline{\mathcal{R}}\right)}}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \\
& >\frac{-r(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})+\sqrt{2 \lambda(1-r)(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})}}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \\
& \geq \frac{(2-r)(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \\
& \geq 1 \geq r \gamma .
\end{aligned}
$$

- Otherwise, suppose $\widehat{\mathcal{R}}_{c}(w) \geq r(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}})$. Using an expression inspired by a general analysis of AdaBoost [71, Lemma 16 of journal version],

$$
\|\nabla \widehat{\mathcal{R}}(w)\|_{2} \geq\langle\bar{u}, \nabla \widehat{\mathcal{R}}(w)\rangle=\langle Z \bar{u}, \nabla L(Z w) / n\rangle=\left\langle Z_{c} \bar{u}, \nabla L\left(Z_{c} w\right) / n\right\rangle \geq \gamma \widehat{\mathcal{R}}_{c}(w)
$$

Thus

$$
\frac{\|\nabla \widehat{\mathcal{R}}(w)\|_{2}}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \geq \frac{\gamma \widehat{\mathcal{R}}_{c}(w)}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}} \geq \frac{\gamma(r(\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}))}{\widehat{\mathcal{R}}(w)-\overline{\mathcal{R}}}=r \gamma .
$$

Combining eq. (3.21) with eq. (3.22),

$$
\widehat{\mathcal{R}}\left(w_{j+1}\right)-\overline{\mathcal{R}} \leq\left(\widehat{\mathcal{R}}\left(w_{j}\right)-\overline{\mathcal{R}}\right)\left(1-r \gamma \gamma_{j} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right)\right)
$$

A key property of the upper bound in Lemma 3.21 is that it has replaced $\gamma_{j}^{2}$ in Lemma 3.16 with $\gamma_{j} \gamma$. Plugging this bound into the Fenchel-Young scheme in Lemma 3.20 will now fortuitously cancel $\gamma$, which leads to the following promising bound.

Lemma 3.22. Select $t_{0}$ so that $\widehat{\mathcal{R}}\left(w_{t_{0}}\right)-\overline{\mathcal{R}} \leq \min \{1 / n, \lambda(1-r) / 2\}$ for some $r \in(0,1)$. Then for any $t \geq t_{0}$ and any $w$,

$$
\frac{\left\langle\bar{u}, w_{t}\right\rangle}{\left\|w_{t}\right\|_{2}} \geq \frac{r \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}}{\left\|w_{t}\right\|_{2}}-\frac{\left\|\Pi_{S}\left(w_{t}\right)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}}
$$

Proof. By Lemma 3.16, since $\eta_{j} \leq 1$, the loss decreases at each step, and thus for any $t \geq t_{0}$, $\widehat{\mathcal{R}}\left(w_{t}\right) \leq \lambda(1-r) / 2$. Combining Lemma 3.20 and Lemma 3.21,

$$
\begin{aligned}
\frac{\left\langle\bar{u}, w_{t}\right\rangle}{\left\|w_{t}\right\|_{2}} & \geq \frac{-\ln \left(\widehat{\mathcal{R}}\left(w_{t}\right)-\overline{\mathcal{R}}\right)}{\gamma\left\|w_{t}\right\|_{2}}-\frac{\ln (n)+\left\|\Pi_{S}\left(w_{t}\right)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} . \\
& \geq \frac{r \gamma \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}-\ln \left(\widehat{\mathcal{R}}\left(w_{t_{0}}\right)-\overline{\mathcal{R}}\right)}{\gamma\left\|w_{t}\right\|_{2}}-\frac{\ln (n)+\left\|\Pi_{S}\left(w_{t}\right)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} \\
& \geq \frac{r \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}}{\left\|w_{t}\right\|_{2}}-\frac{\ln (1 / n)}{\gamma\left\|w_{t}\right\|_{2}}-\frac{\ln (n)+\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} \\
& \geq \frac{r \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}}{\left\|w_{t}\right\|_{2}}-\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} .
\end{aligned}
$$

QED.
Now we are ready to prove Theorem 3.5 .
Proof of Theorem 3.5. The guarantee on $\bar{v}_{t}$ and the $Z_{c}=\emptyset$ case have been discussed in Lemma 3.19, therefore assume $Z_{c} \neq \emptyset$. The proof will proceed via invocation of the FenchelYoung scheme in Lemma 3.22, applied to $w_{t}$.

It is necessary to first control the warm start parameter $t_{0}$. Fix an arbitrary $\epsilon \in(0,1)$, set $r:=1-\epsilon / 2$, and let $t_{0}$ be large enough such that

$$
\begin{equation*}
\widehat{\mathcal{R}}\left(w_{t_{0}}\right)-\overline{\mathcal{R}} \leq \frac{1}{n}, \quad \widehat{\mathcal{R}}\left(w_{t_{0}}\right)-\overline{\mathcal{R}} \leq \frac{\lambda(1-r)}{2}=\frac{\lambda \epsilon}{4}, \quad 1-\frac{\hat{\eta}_{t_{0}}}{2} \geq 1-\frac{\eta_{t_{0}}}{2} \geq 1-\frac{\epsilon}{2} . \tag{3.23}
\end{equation*}
$$

By Theorem 3.4 and the choice of step sizes, it is enough to require

$$
\frac{\exp \left(\|\bar{v}\|_{2}\right)}{t_{0}} \leq \min \left\{\frac{1}{2 n}, \frac{\lambda \epsilon}{8}\right\}, \quad \frac{\|\bar{v}\|_{2}^{2}+\ln \left(t_{0}\right)^{2} / \gamma^{2}}{2 \sqrt{t_{0}}} \leq \min \left\{\frac{1}{2 n}, \frac{\lambda \epsilon}{8}\right\}, \quad \frac{1}{2 \sqrt{t_{0}+1}} \leq \frac{\epsilon}{2}
$$

Therefore, choosing $t_{0}=O\left(\max \left\{n^{2}, 1 / \epsilon^{2}\right\}\right)$ suffices.
Invoking Lemma 3.22 with the above choice for $w_{t}$,

$$
\begin{align*}
\frac{1}{2}\left\|\frac{w_{t}}{\left\|w_{t}\right\|_{2}}-\bar{u}\right\|_{2}^{2} & =1-\frac{\langle\bar{u}, w\rangle}{\left\|w_{t}\right\|_{2}} \\
& \leq 1-\frac{r \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}\left(1-\hat{\eta}_{j} / 2\right) \gamma_{j}}{\left\|w_{t}\right\|_{2}}+\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} \\
& \leq 1-\frac{(1-\epsilon / 2) \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j}(1-\epsilon / 2) \gamma_{j}}{\left\|w_{t}\right\|_{2}}+\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} \\
& \leq 1-\frac{(1-\epsilon) \sum_{j=t_{0}}^{t-1} \hat{\eta}_{j} \gamma_{j}}{\left\|w_{t}\right\|_{2}}+\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}}  \tag{3.24}\\
& =1-\frac{\left.(1-\epsilon)\left(\left\|w_{t_{0}}\right\|_{2}+\sum_{j=t_{0}}^{t-1} \hat{\eta}_{j} \gamma_{j}\right)\right)}{\left\|w_{t}\right\|_{2}}+(1-\epsilon) \frac{\left\|w_{t_{0}}\right\|_{2}}{\left\|w_{t}\right\|_{2}}+\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} \\
& \leq \epsilon+\frac{\left\|w_{t_{0}}\right\|_{2}}{\left\|w_{t}\right\|_{2}}+\frac{\left\|\Pi_{S}(w)\right\|_{2}}{\gamma\left\|w_{t}\right\|_{2}} .
\end{align*}
$$

Since $\epsilon$ is arbitrary, it follows that $w_{t} /\left\|w_{t}\right\|_{2} \rightarrow \bar{u}$.
QED.

## Chapter 4: Wide two-layer ReLU networks

Despite the extensive empirical success of deep networks, their optimization and generalization properties are still not fully understood. Recently, the neural tangent kernel (NTK) has provided the following insight into the problem. In the infinite-width limit, the NTK converges to a limiting kernel which stays constant during training; on the other hand, when the width is large enough, the function learned by gradient descent follows the NTK [28]. This motivates the study of overparameterized networks trained by gradient descent, using properties of the NTK. In fact, parameters related to the NTK, such as the minimum eigenvalue of the limiting kernel, appear to affect optimization and generalization [72].

However, in addition to such NTK-dependent parameters, prior work also requires the width to depend polynomially on $n, 1 / \delta$ or $1 / \epsilon$, where $n$ denotes the size of the training set, $\delta$ denotes the failure probability, and $\epsilon$ denotes the target error. These large widths far exceed what is used empirically, constituting a significant gap between theory and practice.

In this chapter, we narrow this gap by showing that a two-layer ReLU network with $\Omega\left(\ln (n / \delta)+\ln (1 / \epsilon)^{2}\right)$ hidden units trained by gradient descent achieves classification error $\epsilon$ on test data, meaning both optimization and generalization occur. Unlike prior work, the width is fully polylogarithmic in $n, 1 / \delta$, and $1 / \epsilon$; the width will additionally depend on the separation margin of the limiting kernel, a quantity which is guaranteed positive (assuming no inputs are parallel), can distinguish between true labels and random labels, and can give a tight sample-complexity analysis in the infinite-width setting. The chapter organization together with some details are described below.

Section 4.1 studies gradient descent on the training set. Using the $\ell_{1}$ geometry inherent in classification tasks, we prove that with any width at least polylogarithmic and any constant step size no larger than 1 , gradient descent achieves training error $\epsilon$ in $\widetilde{\Theta}(1 / \epsilon)$ iterations (cf. Theorem 4.1). As is common in the NTK literature [73], we also show the parameters hardly change, which will be essential to our generalization analysis.

Section 4.2 gives a test error bound. Concretely, using the preceding gradient descent analysis, and standard Rademacher tools and exploiting how little the weights moved, we show that with $\widetilde{\Omega}\left(1 / \epsilon^{2}\right)$ samples and $\widetilde{\Theta}(1 / \epsilon)$ iterations, gradient descent finds a solution with $\epsilon$ test error (cf. Theorem 4.2 and Corollary 4.1). (As discussed in Remark 4.1. $\widetilde{\Omega}(1 / \epsilon)$ samples also suffice via a smoothness-based generalization bound, at the expense of large constant factors.)

Section 4.3 considers stochastic gradient descent (SGD) with access to a standard stochas-
tic online oracle. We prove that with width at least polylogarithmic and $\widetilde{\Theta}(1 / \epsilon)$ samples, SGD achieves an arbitrarily small test error (cf. Theorem4.3).

Section 4.4 discusses the separation margin, which is in general a positive number, but reflects the difficulty of the classification problem in the infinite-width limit. While this margin can degrade all the way down to $O(1 / \sqrt{n})$ for random labels (cf. Proposition 4.5), it can be much larger when there is a strong relationship between features and labels: for example, on the noisy 2-XOR data introduced in [74], we show that the margin is $\Omega(1 / d)$, which further implies our SGD sample complexity is tight in the infinite-width case (cf. Section 4.4.2).

The contents of this chapter is based on [30].

Related work. There has been a large literature studying gradient descent on overparameterized networks via the NTK. The most closely related work is [75], which showed that a two-layer network trained by gradient descent with the logistic loss can achieve a small test error, under the same assumption that the NTK with respect to the first layer can separate the data distribution. However, they analyzed smooth activations, while we handle the ReLU. They required $\Omega\left(1 / \epsilon^{2}\right)$ hidden units, $\widetilde{\Omega}\left(1 / \epsilon^{4}\right)$ data samples, and $O\left(1 / \epsilon^{2}\right)$ steps, while our result only needs polylogarithmic hidden units, $\widetilde{\Omega}\left(1 / \epsilon^{2}\right)$ data samples, and $\widetilde{O}(1 / \epsilon)$ steps.

Additionally on shallow networks, [76] proved that on an overparameterized two-layer network, gradient descent can globally minimize the empirical risk with the squared loss. Their result requires $\Omega\left(n^{6} / \delta^{3}\right)$ hidden units. [77, 78] further reduced the required overparameterization, but there is still a poly $(n)$ dependency. Using the same amount of overparameterization as [76], [72] further showed that the two-layer network learned by gradient descent can achieve a small test error, assuming that on the data distribution the smallest eigenvalue of the limiting kernel is at least some positive constant. They also gave a fine-grained characterization of the predictions made by gradient descent iterates; such a characterization makes use of a special property of the squared loss and cannot be applied to the logistic regression setting. [79] showed that stochastic gradient descent (SGD) with the cross entropy loss can learn a two-layer network with small test error, using poly $(\ell, 1 / \epsilon)$ hidden units, where $\ell$ is at least the covering number of the support of the feature distribution using balls whose radii are no larger than the smallest distance between two data points with different labels. [80] considered SGD on a two-layer network, and a variant of SGD on a three-layer network. The three-layer analysis further exhibits some properties not captured by the NTK. They assume a ground truth network with infinite-order smooth activations, and they require the
width to depend polynomially on $1 / \epsilon$ and some constants related to the smoothness of the activations of the ground truth network.

On deep networks, a variety of works have established low training error [81, 82, 83, 84]. [85] showed that SGD can minimize the regression loss for recurrent neural networks, and [86] further proved a low generalization error. [87] showed that using the same number of training examples, a three-layer ResNet can learn a function class with a much lower test error than any kernel method. [36] assumed that the NTK with respect to the second layer of a two-layer network can separate the data distribution, and proved that gradient descent on a deep network can achieve $\epsilon$ test error with $\Omega\left(1 / \epsilon^{4}\right)$ samples and $\Omega\left(1 / \epsilon^{14}\right)$ hidden units. 88] considered SGD with an online oracle and give a general result. Under the same assumption as in [36], their result requires $\Omega\left(1 / \epsilon^{14}\right)$ hidden units and sample complexity $\widetilde{O}\left(1 / \epsilon^{2}\right)$. By contrast, with the same online oracle, our result only needs polylogarithmic hidden units and sample complexity $\widetilde{O}(1 / \epsilon)$. [29] extended our analysis to deep networks.

Notation. As usual, the dataset is denoted by $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ where $x_{i} \in \mathbb{R}^{d}$ and $y_{i} \in$ $\{-1,+1\}$. For simplicity, we assume that $\left\|x_{i}\right\|_{2}=1$ for any $1 \leq i \leq n$, which is standard in the NTK literature.

The two-layer network has weight matrices $W \in \mathbb{R}^{m \times d}$ and $a \in \mathbb{R}^{m}$. We use the following parameterization, which is also used in [72, 76]:

$$
f(x ; W, a):=\frac{1}{\sqrt{m}} \sum_{s=1}^{m} a_{s} \sigma\left(\left\langle w_{s}, x\right\rangle\right)
$$

with initialization

$$
w_{s, 0} \sim \mathcal{N}\left(0, I_{d}\right), \quad \text { and } \quad a_{s} \sim \operatorname{unif}(\{-1,+1\}) .
$$

Note that in this paper, $w_{s, t}$ denotes the $s$-th row of $W$ at step $t$. We fix $a$ and only train $W$, as in [72, 75, 76, 79]. We consider the ReLU activation $\sigma(z):=\max \{0, z\}$, though our analysis can be extended easily to Lipschitz continuous, positively homogeneous activations such as leaky ReLU.

For simplicity, in this chapter we let $\ell$ denote the logistic loss. For any $1 \leq i \leq n$ and any $W$, let $f_{i}(W):=f\left(x_{i} ; W, a\right)$. The empirical risk and its gradient are given by

$$
\widehat{\mathcal{R}}(W):=\frac{1}{n} \sum_{i=1}^{n} \ell\left(y_{i} f_{i}(W)\right), \quad \text { and } \quad \nabla \widehat{\mathcal{R}}(W)=\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(y_{i} f_{i}(W)\right) y_{i} \nabla f_{i}(W)
$$

For any $t \geq 0$, the gradient descent step is given by $W_{t+1}:=W_{t}-\eta_{t} \nabla \widehat{\mathcal{R}}\left(W_{t}\right)$. Also define

$$
f_{i}^{(t)}(W):=\left\langle\nabla f_{i}\left(W_{t}\right), W\right\rangle, \quad \text { and } \quad \widehat{\mathcal{R}}^{(t)}(W):=\frac{1}{n} \sum_{i=1}^{n} \ell\left(y_{i} f_{i}^{(t)}(W)\right) .
$$

Note that $f_{i}^{(t)}\left(W_{t}\right)=f_{i}\left(W_{t}\right)$. This property generally holds due to homogeneity: for any $W$ and any $1 \leq s \leq m$,

$$
\frac{\partial f_{i}}{\partial w_{s}}=\frac{1}{\sqrt{m}} a_{s} \mathbb{1}\left[\left\langle w_{s}, x_{i}\right\rangle>0\right] x_{i}, \quad \text { and } \quad\left\langle\frac{\partial f_{i}}{\partial w_{s}}, w_{s}\right\rangle=\frac{1}{\sqrt{m}} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)
$$

and thus $\left\langle\nabla f_{i}(W), W\right\rangle=f_{i}(W)$.

### 4.1 EMPIRICAL RISK MINIMIZATION

In this section, we consider a fixed training set and empirical risk minimization. We first state our assumption on the separability of the NTK, and then give our main result and a proof sketch.

The key idea of the NTK is to do the first-order Taylor approximation:

$$
f(x ; W, a) \approx f\left(x ; W_{0}, a\right)+\left\langle\nabla_{W} f\left(x ; W_{0}, a\right), W-W_{0}\right\rangle
$$

In other words, we want to do learning using the features given by $\nabla f_{i}\left(W_{0}\right) \in \mathbb{R}^{m \times d}$. A natural assumption is that there exists $\bar{U} \in \mathbb{R}^{m \times d}$ which can separate $\left\{\left(\nabla f_{i}\left(W_{0}\right), y_{i}\right)\right\}_{i=1}^{n}$ with a positive margin:

$$
\begin{equation*}
\min _{1 \leq i \leq n}\left(y_{i}\left\langle\bar{U}, \nabla f_{i}\left(W_{0}\right)\right\rangle\right)=\min _{1 \leq i \leq n}\left(y_{i} \frac{1}{\sqrt{m}} \sum_{s=1}^{m} a_{s}\left\langle\bar{u}_{s}, x_{i}\right\rangle \mathbb{1}\left[\left\langle w_{s, 0}, x_{i}\right\rangle>0\right]\right)>0 \tag{4.1}
\end{equation*}
$$

The infinite-width limit of eq. (4.1) is formalized as Assumption 4.1, with an additional bound on the $(2, \infty)$ norm of the separator. A concrete construction of $\bar{U}$ using Assumption 4.1 is given in eq. 4.2).

Let $\mu_{\mathcal{N}}$ denote the Gaussian measure on $\mathbb{R}^{d}$, given by the Gaussian density with respect to the Lebesgue measure on $\mathbb{R}^{d}$. We consider the following Hilbert space

$$
\mathcal{H}:=\left\{w: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \mid \int\|w(z)\|_{2}^{2} \mathrm{~d} \mu_{\mathcal{N}}(z)<\infty\right\}
$$

For any $x \in \mathbb{R}^{d}$, define $\phi_{x} \in \mathcal{H}$ by $\phi_{x}(z):=x \mathbb{1}[\langle z, x\rangle>0]$, and particularly define $\phi_{i}:=\phi_{x_{i}}$
for the training input $x_{i}$.
Assumption 4.1. There exists $\bar{v} \in \mathcal{H}$ and $\gamma>0$, such that $\|\bar{v}(z)\|_{2} \leq 1$ for any $z \in \mathbb{R}^{d}$, and for any $1 \leq i \leq n$,

$$
y_{i}\left\langle\bar{v}, \phi_{i}\right\rangle_{\mathcal{H}}:=y_{i} \int\left\langle\bar{v}(z), \phi_{i}(z)\right\rangle \mathrm{d} \mu_{\mathcal{N}}(z) \geq \gamma .
$$

As discussed in Section 4.4, the space $\mathcal{H}$ is the reproducing kernel Hilbert space (RKHS) induced by the infinite-width NTK with respect to $W$, and $\phi_{x}$ maps $x$ into $\mathcal{H}$. Assumption 4.1 supposes that the induced training set $\left\{\left(\phi_{i}, y_{i}\right)\right\}_{i=1}^{n}$ can be separated by some $\bar{v} \in \mathcal{H}$, with an additional bound on $\|\bar{v}(z)\|_{2}$ which is crucial in our analysis. It is also possible to give a dual characterization of the separation margin (cf. eq. 4.18), which also allows us to show that Assumption 4.1 always holds when there are no parallel inputs (cf. Proposition 4.4). However, it is often more convenient to construct $\bar{v}$ directly; see Section 4.4 for some examples.

With Assumption 4.1, we state our main empirical risk result.
Theorem 4.1. Under Assumption 4.1, given any risk target $\epsilon \in(0,1)$ and any $\delta \in(0,1 / 3)$, let

$$
\lambda:=\frac{\sqrt{2 \ln (4 n / \delta)}+\ln (4 / \epsilon)}{\gamma / 4}, \quad \text { and } \quad M:=\frac{4096 \lambda^{2}}{\gamma^{6}}
$$

Then for any $m \geq M$ and any constant step size $\eta \leq 1$, with probability $1-3 \delta$ over the random initialization,

$$
\frac{1}{T} \sum_{t<T} \widehat{\mathcal{R}}\left(W_{t}\right) \leq \epsilon, \quad \text { where } \quad T:=\left\lceil\frac{2 \lambda^{2}}{\eta \epsilon}\right\rceil .
$$

Moreover for any $0 \leq t<T$ and any $1 \leq s \leq m$,

$$
\left\|w_{s, t}-w_{s, 0}\right\|_{2} \leq \frac{4 \lambda}{\gamma \sqrt{m}}
$$

While the number of hidden units required by prior work all have a polynomial dependency on $n, 1 / \delta$ or $1 / \epsilon$, Theorem 4.1 only requires $m=\Omega\left(\ln (n / \delta)+\ln (1 / \epsilon)^{2}\right)$. The required width has a polynomial dependency on $1 / \gamma$, which is an adaptive quantity: while $1 / \gamma$ can be poly $(n)$ for random labels (cf. Proposition 4.5), it can be polylog $(n)$ when there is a strong feature-label relationship, for example on the noisy 2-XOR data introduced in [74] (cf. Proposition 4.6. Moreover, we show in Proposition 4.7 that if we want $\left\{\left(\nabla f_{i}\left(W_{0}\right), y_{i}\right)\right\}_{i=1}^{n}$
to be separable, which is the starting point of an NTK-style analysis, the width has to depend polynomially on $1 / \gamma$.

In the rest of Section 4.1, we prove Theorem 4.1.

### 4.1.1 Properties at initialization

In this subsection, we give some nice properties of random initialization.
Given an initialization $\left(W_{0}, a\right)$, for any $1 \leq s \leq m$, define

$$
\begin{equation*}
\bar{u}_{s}:=\frac{1}{\sqrt{m}} a_{s} \bar{v}\left(w_{s, 0}\right), \tag{4.2}
\end{equation*}
$$

where $\bar{v}$ is given by Assumption 4.1. Collect $\bar{u}_{s}$ into a matrix $\bar{U} \in \mathbb{R}^{m \times d}$. It holds that $\left\|\bar{u}_{s}\right\|_{2} \leq 1 / \sqrt{m}$, and $\|\bar{U}\|_{F} \leq 1$.

Lemma 4.1 ensures that, with high probability, $\bar{U}$ constructed above has a positive margin at initialization.

Lemma 4.1. Under Assumption 4.1, given any $\delta \in(0,1)$ and any $\epsilon_{1} \in(0, \gamma)$, if $m \geq$ $(2 \ln (n / \delta)) / \epsilon_{1}^{2}$, then with probability $1-\delta$, it holds simultaneously for all $1 \leq i \leq n$ that

$$
y_{i} f_{i}^{(0)}(\bar{U})=y_{i}\left\langle\nabla f_{i}\left(W_{0}\right), \bar{U}\right\rangle \geq \gamma-\sqrt{\frac{2 \ln (n / \delta)}{m}} \geq \gamma-\epsilon_{1}
$$

Proof. By Assumption 4.1, given any $1 \leq i \leq n$,

$$
\mu:=\mathbb{E}_{w \sim \mathcal{N}\left(0, I_{d}\right)}\left[y_{i}\left\langle\bar{v}(w), x_{i}\right\rangle \mathbb{1}\left[\left\langle w, x_{i}\right\rangle>0\right]\right] \geq \gamma
$$

On the other hand,

$$
y_{i} f_{i}^{(0)}(\bar{U})=\frac{1}{m} \sum_{s=1}^{m} y_{i}\left\langle\bar{v}\left(w_{s, 0}\right), x_{i}\right\rangle \mathbb{1}\left[\left\langle w_{s, 0}, x_{i}\right\rangle>0\right]
$$

is the empirical mean of i.i.d. r.v.'s supported on $[-1,+1]$ with mean $\mu$. Therefore by Hoeffding's inequality, with probability $1-\delta / n$,

$$
y_{i} f_{i}^{(0)}(\bar{U})-\gamma \geq y_{i} f_{i}^{(0)}(\bar{U})-\mu \geq-\sqrt{\frac{2 \ln (n / \delta)}{m}}
$$

Applying a union bound finishes the proof.
QED.

For any $W$, any $\epsilon_{2}>0$, and any $1 \leq i \leq n$, define

$$
\alpha_{i}\left(W, \epsilon_{2}\right)=\frac{1}{m} \sum_{s=1}^{m} \mathbb{1}\left[\left|\left\langle w_{s}, x_{i}\right\rangle\right| \leq \epsilon_{2}\right] .
$$

Lemma 4.2 controls $\alpha_{i}\left(W_{0}, \epsilon_{2}\right)$. It will help us show that $\bar{U}$ has a good margin during the training process.

Lemma 4.2. Under the condition of Lemma 4.1, for any $\epsilon_{2}>0$, with probability $1-\delta$, it holds simultaneously for all $1 \leq i \leq n$ that

$$
\alpha_{i}\left(W_{0}, \epsilon_{2}\right) \leq \sqrt{\frac{2}{\pi}} \epsilon_{2}+\sqrt{\frac{\ln (n / \delta)}{2 m}} \leq \epsilon_{2}+\frac{\epsilon_{1}}{2}
$$

Proof. Given any fixed $\epsilon_{2}$ and $1 \leq i \leq n$,

$$
\mathbb{E}\left[\alpha_{i}\left(W_{0}, \epsilon_{2}\right)\right]=\mathbb{P}\left(\left|\left\langle w, x_{i}\right\rangle\right| \leq \epsilon_{2}\right) \leq \frac{2 \epsilon_{2}}{\sqrt{2 \pi}}=\sqrt{\frac{2}{\pi}} \epsilon_{2},
$$

because $\left\langle w, x_{i}\right\rangle$ is a standard Gaussian r.v. and the density of standard Gaussian has maximum $1 / \sqrt{2 \pi}$. Since $\alpha_{i}\left(W_{0}, \epsilon_{2}\right)$ is the empirical mean of Bernoulli r.v.'s, by Hoeffding's inequality, with probability $1-\delta / n$,

$$
\alpha_{i}\left(W_{0}, \epsilon_{2}\right) \leq \mathbb{E}\left[\alpha_{i}\left(W_{0}, \epsilon_{2}\right)\right]+\sqrt{\frac{\ln (n / \delta)}{2 m}} \leq \sqrt{\frac{2}{\pi}} \epsilon_{2}+\sqrt{\frac{\ln (n / \delta)}{2 m}}
$$

Applying a union bound finishes the proof.
QED.
Finally, Lemma 4.3 controls the output of the network at initialization.
Lemma 4.3. Given any $\delta \in(0,1)$, if $m \geq 25 \ln (2 n / \delta)$, then with probability $1-\delta$, it holds simultaneously for all $1 \leq i \leq n$ that

$$
\left|f\left(x_{i} ; W_{0}, a\right)\right| \leq \sqrt{2 \ln (4 n / \delta)}
$$

To prove Lemma 4.3, we need the following technical result.
Lemma 4.4. Consider the random vector $X=\left(X_{1}, \ldots, X_{m}\right)$, where $X_{i}=\sigma\left(Z_{i}\right)$ for some $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ that is 1 -Lipschitz, and $Z_{i}$ are i.i.d. standard Gaussian r.v.'s. Then the r.v. $\|X\|_{2}$ is 1 -sub-Gaussian, and thus with probability $1-\delta$,

$$
\|X\|_{2}-\mathbb{E}\left[\|X\|_{2}\right] \leq \sqrt{2 \ln (1 / \delta)}
$$

Proof. Given $a \in \mathbb{R}^{m}$, define

$$
f(a)=\sqrt{\sum_{i=1}^{m} \sigma\left(a_{i}\right)^{2}}=\|\sigma(a)\|_{2}
$$

where $\sigma(a)$ is obtained by applying $\sigma$ coordinate-wisely to $a$. For any $a, b \in \mathbb{R}^{m}$, by the triangle inequality, we have

$$
|f(a)-f(b)|=\left|\|\sigma(a)\|_{2}-\|\sigma(b)\|_{2}\right| \leq\|\sigma(a)-\sigma(b)\|_{2}=\sqrt{\sum_{i=1}^{m}\left(\sigma\left(a_{i}\right)-\sigma\left(b_{i}\right)\right)^{2}}
$$

and by further using the 1-Lipschitz continuity of $\sigma$, we have

$$
|f(a)-f(b)| \leq \sqrt{\sum_{i=1}^{m}\left(\sigma\left(a_{i}\right)-\sigma\left(b_{i}\right)\right)^{2}} \leq \sqrt{\sum_{i=1}^{m}\left(a_{i}-b_{i}\right)^{2}}=\|a-b\|_{2}
$$

As a result, $f$ is a 1 -Lipschitz continuous function w.r.t. the $\ell_{2}$ norm, indeed $f(X)$ is 1 -subGaussian and the bound follows by Gaussian concentration [89, Theorem 2.4]. QED.

Now we can prove Lemma 4.3
Proof of Lemma 4.3. Given $1 \leq i \leq n$, let $h_{i}=\sigma\left(W_{0} x_{i}\right) / \sqrt{m}$. By Lemma 4.4, $\left\|h_{i}\right\|_{2}$ is sub-Gaussian with variance proxy $1 / m$, and with probability at least $1-\delta /(2 n)$ over $W_{0}$,

$$
\left\|h_{i}\right\|_{2}-\mathbb{E}\left[\left\|h_{i}\right\|_{2}\right] \leq \sqrt{\frac{2 \ln (2 n / \delta)}{m}} \leq \sqrt{\frac{2 \ln (2 n / \delta)}{25 \ln (2 n / \delta)}} \leq 1-\frac{\sqrt{2}}{2}
$$

On the other hand, by Jensen's inequality,

$$
\mathbb{E}\left[\left\|h_{i}\right\|_{2}\right] \leq \sqrt{\mathbb{E}\left[\left\|h_{i}\right\|_{2}^{2}\right]}=\frac{\sqrt{2}}{2}
$$

As a result, with probability $1-\delta /(2 n)$, it holds that $\left\|h_{i}\right\|_{2} \leq 1$. By a union bound, with probability $1-\delta / 2$ over $W_{0}$, for all $1 \leq i \leq n$, we have $\left\|h_{i}\right\|_{2} \leq 1$.

For any $W_{0}$ such that the above event holds, and for any $1 \leq i \leq n$, the r.v. $\left\langle h_{i}, a\right\rangle$ is sub-Gaussian with variance proxy $\left\|h_{i}\right\|_{2}^{2} \leq 1$. By Hoeffding's inequality, with probability $1-\delta /(2 n)$ over $a$,

$$
\left|\left\langle h_{i}, a\right\rangle\right|=\left|f\left(x_{i} ; W_{0}, a\right)\right| \leq \sqrt{2 \ln (4 n / \delta)}
$$

By a union bound, with probability $1-\delta / 2$ over $a$, for all $1 \leq i \leq n$, we have $\left|f\left(x_{i} ; W_{0}, a\right)\right| \leq$ $\sqrt{2 \ln (4 n / \delta)}$.

The probability that the above events all happen is at least $(1-\delta / 2)(1-\delta / 2) \geq 1-\delta$, over $W_{0}$ and $a$.

QED.

### 4.1.2 Convergence analysis of gradient descent

We analyze gradient descent in this subsection. First, define

$$
\widehat{\mathcal{Q}}(W):=\frac{1}{n} \sum_{i=1}^{n}-\ell^{\prime}\left(y_{i} f_{i}(W)\right) .
$$

We have the following observations.

- For any $W$ and any $1 \leq s \leq m,\left\|\partial f_{i} / \partial w_{s}\right\|_{2} \leq 1 / \sqrt{m}$, and thus $\left\|\nabla f_{i}(W)\right\|_{F} \leq 1$.

Therefore by the triangle inequality, $\|\nabla \widehat{\mathcal{R}}(W)\|_{F} \leq \widehat{\mathcal{Q}}(W)$.

- The logistic loss satisfies $0 \leq-\ell^{\prime} \leq 1$, and thus $0 \leq \widehat{\mathcal{Q}}(W) \leq 1$.
- The logistic loss satisfies $-\ell^{\prime} \leq \ell$, and thus $\widehat{\mathcal{Q}}(W) \leq \widehat{\mathcal{R}}(W)$.

The quantity $\widehat{\mathcal{Q}}$ first appeared in the perceptron analysis [10] for the ReLU loss, and has also been analyzed in prior work [14, [36, [75]. In this work, $\widehat{\mathcal{Q}}$ specifically helps us prove the following result, which plays an important role in obtaining a width which only depends on polylog(1/ $\epsilon$.
Lemma 4.5. For any $t \geq 0$ and any $\bar{W}$, if $\eta_{t} \leq 1$, then

$$
\eta_{t} \widehat{\mathcal{R}}\left(W_{t}\right) \leq\left\|W_{t}-\bar{W}\right\|_{F}^{2}-\left\|W_{t+1}-\bar{W}\right\|_{F}^{2}+2 \eta_{t} \widehat{\mathcal{R}}^{(t)}(\bar{W}) .
$$

Consequently, if we use a constant step size $\eta \leq 1$ for $0 \leq \tau<t$, then

$$
\eta\left(\sum_{\tau<t} \widehat{\mathcal{R}}\left(W_{\tau}\right)\right)+\left\|W_{t}-\bar{W}\right\|_{F}^{2} \leq\left\|W_{0}-\bar{W}\right\|_{F}^{2}+2 \eta\left(\sum_{\tau<t} \widehat{\mathcal{R}}^{(\tau)}(\bar{W})\right)
$$

Lemma 4.5 is similar to [87, Fact D. 4 and Claim D.5], where the squared loss is considered. Proof of Lemma 4.5. We have

$$
\begin{equation*}
\left\|W_{t+1}-\bar{W}\right\|_{F}^{2}=\left\|W_{t}-\bar{W}\right\|_{F}^{2}-2 \eta_{t}\left\langle\nabla \widehat{\mathcal{R}}\left(W_{t}\right), W_{t}-\bar{W}\right\rangle+\eta_{t}^{2}\left\|\nabla \widehat{\mathcal{R}}\left(W_{t}\right)\right\|_{F}^{2} \tag{4.3}
\end{equation*}
$$

The first order term can be handled using the convexity of $\ell$ and homogeneity of ReLU:

$$
\begin{align*}
\left\langle\nabla \widehat{\mathcal{R}}\left(W_{t}\right), W_{t}-\bar{W}\right\rangle & =\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(y_{i} f_{i}\left(W_{t}\right)\right) y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), W_{t}-\bar{W}\right\rangle \\
& =\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(y_{i} f_{i}\left(W_{t}\right)\right)\left(y_{i} f_{i}\left(W_{t}\right)-y_{i} f_{i}^{(t)}(\bar{W})\right) \\
& \geq \frac{1}{n} \sum_{i=1}^{n}\left(\ell\left(y_{i} f_{i}\left(W_{t}\right)\right)-\ell\left(y_{i} f_{i}^{(t)}(\bar{W})\right)\right)=\widehat{\mathcal{R}}\left(W_{t}\right)-\widehat{\mathcal{R}}^{(t)}(\bar{W}) . \tag{4.4}
\end{align*}
$$

The second-order term of eq. (4.3) can be bounded as follows

$$
\begin{equation*}
\eta_{t}^{2}\left\|\nabla \widehat{\mathcal{R}}\left(W_{t}\right)\right\|_{F}^{2} \leq \eta_{t}^{2} \widehat{\mathcal{Q}}\left(W_{t}\right)^{2} \leq \eta_{t} \widehat{\mathcal{Q}}\left(W_{t}\right) \leq \eta_{t} \widehat{\mathcal{R}}\left(W_{t}\right) \tag{4.5}
\end{equation*}
$$

because $\left\|\nabla \widehat{\mathcal{R}}\left(W_{t}\right)\right\|_{F} \leq \widehat{\mathcal{Q}}\left(W_{t}\right)$, and $\eta_{t}, \widehat{\mathcal{Q}}\left(W_{t}\right) \leq 1$, and $\widehat{\mathcal{Q}}\left(W_{t}\right) \leq \widehat{\mathcal{R}}\left(W_{t}\right)$. Combining eqs. (4.3) to (4.5) gives

$$
\eta_{t} \widehat{\mathcal{R}}\left(W_{t}\right) \leq\left\|W_{t}-\bar{W}\right\|_{F}^{2}-\left\|W_{t+1}-\bar{W}\right\|_{F}^{2}+2 \eta_{t} \widehat{\mathcal{R}}^{(t)}(\bar{W}) .
$$

Telescoping gives the other claim.
QED.
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. The required width ensures that with probability 1-38, Lemmas 4.1 to 4.3 hold with $\epsilon_{1}=\gamma^{2} / 8$ and $\epsilon_{2}=4 \lambda /(\gamma \sqrt{m})$.

Let $t_{1}$ denote the first step such that there exists $1 \leq s \leq m$ with $\left\|w_{s, t_{1}}-w_{s, 0}\right\|_{2}>$ $4 \lambda /(\gamma \sqrt{m})$. Therefore for any $0 \leq t<t_{1}$ and any $1 \leq s \leq m$, it holds that $\left\|w_{s, t}-w_{s, 0}\right\|_{2} \leq$ $4 \lambda /(\gamma \sqrt{m})$. In addition, we let $\bar{W}:=W_{0}+\lambda \bar{U}$.

We first prove that for any $0 \leq t<t_{1}$, it holds that $\widehat{\mathcal{R}}^{(t)}(\bar{W}) \leq \epsilon / 4$. Since the logistic satisfies $\ell(z) \leq \exp (-z)$, and it is enough to prove that for any $1 \leq i \leq n$,

$$
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{W}\right\rangle \geq \ln \left(\frac{4}{\epsilon}\right) .
$$

We will split the left hand side into three terms and control them individually:

$$
\begin{equation*}
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{W}\right\rangle=y_{i}\left\langle\nabla f_{i}\left(W_{0}\right), W_{0}\right\rangle+y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), W_{0}\right\rangle+\lambda y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{U}\right\rangle . \tag{4.6}
\end{equation*}
$$

The first term of eq. (4.6) can be controlled using Lemma 4.3 :

$$
\begin{equation*}
\left|y_{i}\left\langle\nabla f_{i}\left(W_{0}\right), W_{0}\right\rangle\right| \leq \sqrt{2 \ln (4 n / \delta)} \tag{4.7}
\end{equation*}
$$

The second term of eq. 4.6) can be written as
$y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), W_{0}\right\rangle=\frac{y_{i}}{\sqrt{m}} \sum_{s=1}^{m} a_{s}\left(\mathbb{1}\left[\left\langle w_{s, t}, x_{i}\right\rangle>0\right]-\mathbb{1}\left[\left\langle w_{s, 0}, x_{i}\right\rangle>0\right]\right)\left\langle w_{s, 0}, x_{i}\right\rangle$.
Let $S_{c}:=\left\{s \mid \mathbb{1}\left[\left\langle w_{s, t}, x_{i}\right\rangle>0\right]-\mathbb{1}\left[\left\langle w_{s, 0}, x_{i}\right\rangle>0\right] \neq 0\right\}$. Note that $s \in S_{c}$ implies

$$
\left|\left\langle w_{s, 0}, x_{i}\right\rangle\right| \leq\left|\left\langle w_{s, t}-w_{s, 0}, x_{i}\right\rangle\right| \leq\left\|w_{s, t}-w_{s, 0}\right\|_{2}\left\|x_{i}\right\|_{2}=\left\|w_{s, t}-w_{s, 0}\right\|_{2} \leq 4 \lambda /(\gamma \sqrt{m})=\epsilon_{2} .
$$

Therefore Lemma 4.2 ensures that

$$
\left|S_{c}\right| \leq\left|\left\{s| |\left\langle w_{s, 0}, x_{i}\right\rangle \mid \leq \epsilon_{2}\right\}\right| \leq m\left(\frac{4 \lambda}{\gamma \sqrt{m}}+\frac{\epsilon_{1}}{2}\right)=m\left(\frac{4 \lambda}{\gamma \sqrt{m}}+\frac{\gamma^{2}}{16}\right) .
$$

and thus

$$
\begin{equation*}
\left|y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), W_{0}\right\rangle\right| \leq \frac{1}{\sqrt{m}} \cdot\left|S_{c}\right| \cdot \frac{4 \lambda}{\gamma \sqrt{m}} \leq \frac{16 \lambda^{2}}{\gamma^{2} \sqrt{m}}+\frac{\lambda \gamma}{4} \leq \frac{\lambda \gamma}{2} \tag{4.8}
\end{equation*}
$$

where in the last step we use the condition that $m \geq 4096 \lambda^{2} / \gamma^{6}$.
The third term of eq. 4.6) can be bounded as follows: by Lemma 4.1,

$$
\begin{aligned}
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{U}\right\rangle & =y_{i}\left\langle\nabla f_{i}\left(W_{0}\right), \bar{U}\right\rangle+y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), \bar{U}\right\rangle \\
& \geq \gamma-\epsilon_{1}+y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), \bar{U}\right\rangle
\end{aligned}
$$

In addition,

$$
\begin{aligned}
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right)-\nabla f_{i}\left(W_{0}\right), \bar{U}\right\rangle & =\frac{y_{i}}{m} \sum_{i=1}^{m}\left(\mathbb{1}\left[\left\langle w_{s, t}, x_{i}\right\rangle>0\right]-\mathbb{1}\left[\left\langle w_{s, 0}, x_{i}\right\rangle>0\right]\right)\left\langle\bar{v}\left(w_{s, 0}\right), x_{i}\right\rangle \\
& \geq-\frac{1}{m} \cdot\left|S_{c}\right| \geq-\frac{4 \lambda}{\gamma \sqrt{m}}-\frac{\epsilon_{1}}{2} \geq-\frac{\gamma^{2}}{16}-\frac{\epsilon_{1}}{2}
\end{aligned}
$$

where we use $m \geq 4096 \lambda^{2} / \gamma^{6}$. Therefore,

$$
\begin{equation*}
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{U}\right\rangle \geq \gamma-\epsilon_{1}-\frac{\gamma^{2}}{16}-\frac{\epsilon_{1}}{2}=\gamma-\frac{\gamma^{2}}{4} \geq \frac{3 \gamma}{4} . \tag{4.9}
\end{equation*}
$$

Putting eqs. (4.7) to (4.9) into eq. (4.6), we have

$$
y_{i}\left\langle\nabla f_{i}\left(W_{t}\right), \bar{W}\right\rangle \geq-\sqrt{2 \ln \left(\frac{4 n}{\delta}\right)}-\frac{\lambda \gamma}{2}+\frac{3 \lambda \gamma}{4}=\frac{\lambda \gamma}{4}-\sqrt{2 \ln \left(\frac{4 n}{\delta}\right)}=\ln \left(\frac{4}{\epsilon}\right)
$$

for the $\lambda$ given in Theorem 4.1. Thus for any $0 \leq t<t_{1}$, it holds that $\widehat{\mathcal{R}}^{(t)}(\bar{W}) \leq \epsilon / 4$.
Let $T:=\left\lceil 2 \lambda^{2} /(\eta \epsilon)\right\rceil$, we claim that $t_{1} \geq T$. To see this, note that Lemma 4.5 ensures

$$
\left\|W_{t_{1}}-\bar{W}\right\|_{F}^{2} \leq\left\|W_{0}-\bar{W}\right\|_{F}^{2}+2 \eta\left(\sum_{t<t_{1}} \widehat{\mathcal{R}}^{(t)}(\bar{W})\right) \leq \lambda^{2}+\frac{\epsilon}{2} \eta t_{1}
$$

Suppose $t_{1}<T$, then we have $t_{1} \leq 2 \lambda^{2} /(\eta \epsilon)$, and thus $\left\|W_{t_{1}}-\bar{W}\right\|_{F}^{2} \leq 2 \lambda^{2}$. As a result, using $\|\bar{U}\|_{F} \leq 1$ and the definition of $\bar{W}$,

$$
\begin{aligned}
\sqrt{2} \lambda \geq\left\|W_{t_{1}}-\bar{W}\right\|_{F} \geq\left\langle W_{t_{1}}-\bar{W}, \bar{U}\right\rangle & =\left\langle W_{t_{1}}-W_{0}, \bar{U}\right\rangle-\left\langle\bar{W}-W_{0}, \bar{U}\right\rangle \\
& \geq\left\langle W_{t_{1}}-W_{0}, \bar{U}\right\rangle-\lambda
\end{aligned}
$$

Moreover, due to eq. 4.9),

$$
\begin{aligned}
\left\langle W_{t_{1}}-W_{0}, \bar{U}\right\rangle=-\eta \sum_{\tau<t_{1}}\left\langle\nabla \widehat{\mathcal{R}}\left(W_{\tau}\right), \bar{U}\right\rangle & =\eta \sum_{\tau<t_{1}} \frac{1}{n} \sum_{i=1}^{n}-\ell^{\prime}\left(y_{i} f_{i}\left(W_{\tau}\right)\right) y_{i}\left\langle\nabla f_{i}\left(W_{\tau}\right), \bar{U}\right\rangle \\
& \geq \eta \sum_{\tau<t_{1}} \widehat{\mathcal{Q}}\left(W_{\tau}\right) \frac{3 \gamma}{4}
\end{aligned}
$$

which implies $\eta \sum_{\tau<t_{1}} \widehat{\mathcal{Q}}\left(W_{\tau}\right) \leq \frac{4(\sqrt{2}+1) \lambda}{3 \gamma} \leq \frac{4 \lambda}{\gamma}$. Furthermore, by the triangle inequality, for any $1 \leq s \leq m$,

$$
\begin{align*}
\left\|w_{s, t}-w_{s, 0}\right\|_{2} & \leq \eta \sum_{\tau<t}\left\|\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(y_{i} f_{i}\left(W_{\tau}\right)\right) y_{i} \frac{\partial f_{i}}{\partial w_{s, \tau}}\right\|_{2} \\
& \leq \eta \sum_{\tau<t} \frac{1}{n} \sum_{i=1}^{n}\left|\ell^{\prime}\left(y_{i} f_{i}\left(W_{\tau}\right)\right)\right| \cdot\left\|\frac{\partial f_{i}}{\partial w_{s, \tau}}\right\|_{2} \\
& \leq \eta \sum_{\tau<t} \widehat{\mathcal{Q}}\left(W_{\tau}\right) \frac{1}{\sqrt{m}} \leq \eta \sum_{\tau<t_{1}} \widehat{\mathcal{Q}}\left(W_{\tau}\right) \frac{1}{\sqrt{m}} \leq \frac{4 \lambda}{\gamma \sqrt{m}} \tag{4.10}
\end{align*}
$$

which contradicts the definition of $t_{1}$. Therefore $t_{1} \geq T$.
Now we are ready to prove the claims of Theorem 4.1. The bound on $\left\|w_{s, t}-w_{s, 0}\right\|_{2}$ follow
by repeating the steps in eq. 4.10). The risk guarantee follows from Lemma 4.5

$$
\frac{1}{T} \sum_{t<T} \widehat{\mathcal{R}}\left(W_{t}\right) \leq \frac{\left\|W_{0}-\bar{W}\right\|_{F}^{2}}{\eta T}+\frac{2}{T} \sum_{t<T} \widehat{\mathcal{R}}^{(t)}(\bar{W}) \leq \frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon
$$

QED.

### 4.2 GENERALIZATION

To get a generalization bound, we naturally extend Assumption 4.1 to the following assumption.

Assumption 4.2. There exists $\bar{v} \in \mathcal{H}$ and $\gamma>0$, such that $\|\bar{v}(z)\|_{2} \leq 1$ for any $z \in \mathbb{R}^{d}$, and

$$
y \int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) \geq \gamma
$$

for almost all $(x, y)$ sampled from the data distribution $\mathcal{D}$.
The above assumption is also made in [75] for smooth activations. [36] make a similar separability assumption, but in the RKHS induced by the second layer $a$; by contrast, Assumption 4.2 is on separability in the RKHS induced by the first layer $W$.

Here is our test error bound with Assumption 4.2,
Theorem 4.2. Under Assumption 4.2, given any $\epsilon \in(0,1)$ and any $\delta \in(0,1 / 4)$, let $\lambda$ and $M$ be given as in Theorem 4.1.

$$
\lambda:=\frac{\sqrt{2 \ln (4 n / \delta)}+\ln (4 / \epsilon)}{\gamma / 4}, \quad \text { and } \quad M:=\frac{4096 \lambda^{2}}{\gamma^{6}} .
$$

Then for any $m \geq M$ and any constant step size $\eta \leq 1$, with probability $1-4 \delta$ over the random initialization and data sampling,

$$
P_{(x, y) \sim \mathcal{D}}\left(y f\left(x ; W_{k}, a\right) \leq 0\right) \leq 2 \epsilon+\frac{16(\sqrt{2 \ln (4 n / \delta)}+\ln (4 / \epsilon))}{\gamma^{2} \sqrt{n}}+6 \sqrt{\frac{\ln (2 / \delta)}{2 n}}
$$

where $k$ denotes the step with the minimum empirical risk before $\left\lceil 2 \lambda^{2} /(\eta \epsilon)\right\rceil$.
Below is a direct corollary of Theorem 4.2.

Corollary 4.1. Under Assumption 4.2 , given any $\epsilon, \delta \in(0,1)$, using a constant step size no larger than 1 and let

$$
n=\widetilde{\Omega}\left(\frac{1}{\gamma^{4} \epsilon^{2}}\right), \quad \text { and } \quad m=\Omega\left(\frac{\ln (n / \delta)+\ln (1 / \epsilon)^{2}}{\gamma^{8}}\right)
$$

it holds with probability $1-\delta$ that $P_{(x, y) \sim \mathcal{D}}\left(y f\left(x ; W_{k}, a\right) \leq 0\right) \leq \epsilon$, where $k$ denotes the step with the minimum empirical risk in the first $\widetilde{\Theta}\left(1 /\left(\gamma^{2} \epsilon\right)\right)$ steps.

Remark 4.1. To get Theorem4.2, we use a Lipschitz-based Rademacher complexity bound. One can also use a smoothness-based Rademacher complexity bound [90, Theorem 1] and get a sample complexity $\widetilde{O}\left(1 /\left(\gamma^{4} \epsilon\right)\right)$. However, the bound will become complicated and some large constant will be introduced. It is an interesting open question to give a clean analysis based on smoothness.

Below we prove Theorem 4.2; the key tool is a Rademacher complexity bound based on the sigmoid loss and $\left\|W_{k}^{\top}-W_{0}^{\top}\right\|_{2, \infty}$.

Given a sample $S=\left(z_{1}, \ldots, z_{n}\right)$ (where $z_{i}=\left(x_{i}, y_{i}\right)$ ) and a function class $\mathcal{H}$, the Rademacher complexity of $\mathcal{H}$ on $S$ is defined as

$$
\operatorname{Rad}(\mathcal{H} \circ S):=\frac{1}{n} \mathbb{E}_{\epsilon \sim\{-1,+1\}^{n}}\left[\sup _{h \in \mathcal{H}} \sum_{i=1}^{n} \epsilon_{i} h\left(z_{i}\right)\right] .
$$

We will use the following general result.
Lemma 4.6. [91, Theorem 26.5] If $h(z) \in[a, b]$, then with probability $1-\delta$,

$$
\sup _{h \in \mathcal{H}}\left(\mathbb{E}_{z \sim \mathcal{D}}[h(z)]-\frac{1}{n} \sum_{i=1}^{n} h\left(z_{i}\right)\right) \leq 2 \operatorname{Rad}(\mathcal{H} \circ S)+3(b-a) \sqrt{\frac{\ln (2 / \delta)}{2 n}} .
$$

We also need the following contraction lemma. Consider a feature sample $X=\left(x_{1}, \ldots, x_{n}\right)$ and a function class $\mathcal{F}$ on $X$. For each $1 \leq i \leq n$, let $g_{i}: \mathbb{R} \rightarrow \mathbb{R}$ denote a $K$-Lipschitz function. Let $g \circ \mathcal{F}$ denote the class of functions which map $x_{i}$ to $g_{i}\left(f\left(x_{i}\right)\right)$ for some $f \in \mathcal{F}$.

Lemma 4.7. [91, Lemma 26.9] $\operatorname{Rad}(g \circ \mathcal{F} \circ X) \leq K \operatorname{Rad}(\mathcal{F} \circ X)$.
To prove Theorem 4.2, we need one more Rademacher complexity bound. Given a fixed initialization $\left(W_{0}, a\right)$, consider the following classes:

$$
\mathcal{W}_{\rho}:=\left\{W \in \mathbb{R}^{m \times d} \mid\left\|w_{s}-w_{s, 0}\right\|_{2} \leq \rho \text { for any } 1 \leq s \leq m\right\}
$$

and

$$
\mathcal{F}_{\rho}:=\left\{x \mapsto f(x ; W, a) \mid W \in \mathcal{W}_{\rho}\right\} .
$$

Given a feature sample $X$, the following Lemma 4.8 controls the Rademacher complexity of $\mathcal{F}_{\rho} \circ X$. A similar version was given in [92, Theorem 43], and the proof is similar to the proof of [93, Theorem 18] which also pushes the supremum through and handles each hidden unit separately.

Lemma 4.8. $\operatorname{Rad}\left(\mathcal{F}_{\rho} \circ X\right) \leq \rho \sqrt{m / n}$.
Proof of Lemma 4.8. We have

$$
\begin{aligned}
\mathbb{E}_{\epsilon}\left[\sup _{W \in \mathcal{W}_{\rho}} \sum_{i=1}^{n} \epsilon_{i} f\left(x_{i} ; W, a\right)\right] & =\mathbb{E}_{\epsilon}\left[\sup _{W \in \mathcal{W}_{\rho}} \sum_{i=1}^{n} \epsilon_{i} \sum_{s=1}^{m} \frac{1}{\sqrt{m}} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)\right] \\
& =\mathbb{E}_{\epsilon}\left[\frac{1}{\sqrt{m}} \sup _{W \in \mathcal{W}_{\rho}} \sum_{s=1}^{m} \sum_{i=1}^{n} \epsilon_{i} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)\right] \\
& =\mathbb{E}_{\epsilon}\left[\frac{1}{\sqrt{m}} \sum_{s=1}^{m}\left(\sup _{\left\|w_{s}-w_{s, 0}\right\|_{2} \leq \rho} \sum_{i=1}^{n} \epsilon_{i} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)\right)\right] \\
& =\frac{1}{\sqrt{m}} \sum_{i=1}^{m} \mathbb{E}_{\epsilon}\left[\sup _{\left\|w_{s}-w_{s, 0}\right\|_{2} \leq \rho} \sum_{i=1}^{n} \epsilon_{i} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)\right] .
\end{aligned}
$$

Note that for any $1 \leq s \leq m$, the mapping $z \mapsto a_{s} \sigma(z)$ is 1-Lipschitz, and thus Lemma 4.7 gives

$$
\begin{aligned}
\mathbb{E}_{\epsilon}\left[\sup _{W \in \mathcal{W}_{\rho}} \sum_{i=1}^{n} \epsilon_{i} f\left(x_{i} ; W, a\right)\right] & \leq \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \mathbb{E}_{\epsilon}\left[\sup _{\left\|w_{s}-w_{s, 0}\right\|_{2} \leq \rho} \sum_{i=1}^{n} \epsilon_{i} a_{s} \sigma\left(\left\langle w_{s}, x_{i}\right\rangle\right)\right] \\
& \leq \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \mathbb{E}_{\epsilon}\left[\sup _{\left\|w_{s}-w_{s, 0}\right\|_{2} \leq \rho} \sum_{i=1}^{n} \epsilon_{i}\left\langle w_{s}, x_{i}\right\rangle\right]
\end{aligned}
$$

Invoking the Rademacher complexity of linear classifiers [91, Lemma 26.10] then gives

$$
\operatorname{Rad}\left(\mathcal{F}_{\rho} \circ X\right)=\frac{1}{n} \mathbb{E}_{\epsilon}\left[\sup _{W \in \mathcal{W}_{\rho}} \sum_{i=1}^{n} \epsilon_{i} f\left(x_{i} ; W, a\right)\right] \leq \frac{\rho \sqrt{m}}{\sqrt{n}}
$$

Now we are ready to prove the main generalization result Theorem 4.2.
Proof. Fix an initialization $\left(W_{0}, a\right)$, and let $\mathcal{H}:=\left\{(x, y) \mapsto-\ell^{\prime}(y f(x)) \mid f \in \mathcal{F}_{\rho}\right\}$. Since for any $h \in \mathcal{H}$ and any $z, h(z) \in[0,1]$, Lemma 4.6 ensures that with probability $1-\delta$ over the data sampling,
$\sup _{h \in \mathcal{H}}\left(\mathbb{E}_{z \sim \mathcal{D}}[h(z)]-\frac{1}{n} \sum_{i=1}^{n} h\left(z_{i}\right)\right)=\sup _{W \in \mathcal{W}_{\rho}}(\mathcal{Q}(W)-\widehat{\mathcal{Q}}(W)) \leq 2 \operatorname{Rad}(\mathcal{H} \circ S)+3 \sqrt{\frac{\ln (2 / \delta)}{2 n}}$.
Since for each $1 \leq i \leq n$, the mapping $z \mapsto-\ell^{\prime}\left(y_{i} z\right)$ is (1/4)-Lipschitz, Lemma 4.7 further ensures that $\operatorname{Rad}(\mathcal{H} \circ S) \leq \operatorname{Rad}\left(\mathcal{F}_{\rho} \circ X\right) / 4$, and thus

$$
\begin{equation*}
\sup _{W \in \mathcal{W}_{\rho}}(\mathcal{Q}(W)-\widehat{\mathcal{Q}}(W)) \leq \frac{\rho \sqrt{m}}{2 \sqrt{n}}+3 \sqrt{\frac{\ln (2 / \delta)}{2 n}} \tag{4.11}
\end{equation*}
$$

On the other hand, Theorem 4.1 ensures that under the conditions of Theorem 4.2, for any fixed dataset, with probability $1-3 \delta$ over the random initialization, we have

$$
\widehat{\mathcal{Q}}\left(W_{k}\right) \leq \widehat{\mathcal{R}}\left(W_{k}\right) \leq \epsilon, \quad \text { and } \quad\left\|w_{s, k}-w_{s, 0}\right\|_{2} \leq \frac{4 \lambda}{\gamma \sqrt{m}}
$$

As a result, invoking eq. 4.11) with $\rho=4 \lambda /(\gamma \sqrt{m})$, with probability $1-4 \delta$ over the random initialization and data sampling,

$$
\mathcal{Q}\left(W_{k}\right) \leq \widehat{\mathcal{Q}}\left(W_{k}\right)+\frac{2 \lambda}{\gamma \sqrt{n}}+3 \sqrt{\frac{\ln (2 / \delta)}{2 n}} \leq \epsilon+\frac{8(\sqrt{2 \ln (4 n / \delta)}+\ln (4 / \epsilon))}{\gamma^{2} \sqrt{n}}+3 \sqrt{\frac{\ln (2 / \delta)}{2 n}}
$$

Invoking $P_{(x, y) \sim \mathcal{D}}(y f(x ; W, a) \leq 0) \leq 2 \mathcal{Q}(W)$ finishes the proof.
QED.

### 4.3 STOCHASTIC GRADIENT DESCENT

There are some different formulations of SGD. In this section, we consider SGD with an online oracle. We randomly sample $W_{0}$ and $a$, and fix $a$ during training. At step $i$, a data example $\left(x_{i}, y_{i}\right)$ is sampled from the data distribution. We still let $f_{i}(W):=f\left(x_{i} ; W, a\right)$, and perform the following update

$$
W_{i+1}:=W_{i}-\eta_{i} \ell^{\prime}\left(y_{i} f_{i}\left(W_{i}\right)\right) y_{i} \nabla f_{i}\left(W_{i}\right)
$$

Note that here $i$ starts from 0 .
Still with Assumption 4.2, we show the following result.
Theorem 4.3. Under Assumption 4.2, given any $\epsilon, \delta \in(0,1)$, using a constant step size and $m=\Omega\left(\left(\ln (1 / \delta)+\ln (1 / \epsilon)^{2}\right) / \gamma^{8}\right)$, it holds with probability $1-\delta$ that

$$
\frac{1}{n} \sum_{i=1}^{n} P_{(x, y) \sim \mathcal{D}}\left(y f\left(x ; W_{i}, a\right) \leq 0\right) \leq \epsilon, \quad \text { for } \quad n=\widetilde{\Theta}\left(1 /\left(\gamma^{2} \epsilon\right)\right)
$$

Below we prove Theorem 4.3. For any $i$ and $W$, define

$$
\mathcal{R}_{i}(W):=\ell\left(y_{i}\left\langle\nabla f_{i}\left(W_{i}\right), W\right\rangle\right), \quad \text { and } \quad \mathcal{Q}_{i}(W):=-\ell^{\prime}\left(y_{i}\left\langle\nabla f_{i}\left(W_{i}\right), W\right\rangle\right) .
$$

Due to homogeneity, it holds that $\mathcal{R}_{i}\left(W_{i}\right)=\ell\left(y_{i} f_{i}\left(W_{i}\right)\right)$ and $\mathcal{Q}_{i}\left(W_{i}\right)=-\ell^{\prime}\left(y_{i} f_{i}\left(W_{i}\right)\right)$.
The first step is an extension of Lemma 4.5 to the SGD setting, with a similar proof.
Lemma 4.9. With a constant step size $\eta \leq 1$, for any $\bar{W}$ and any $i \geq 0$,

$$
\eta\left(\sum_{t<i} \mathcal{R}_{t}\left(W_{t}\right)\right)+\left\|W_{i}-\bar{W}\right\|_{F}^{2} \leq\left\|W_{0}-\bar{W}\right\|_{F}^{2}+2 \eta\left(\sum_{t<i} \mathcal{R}_{t}(\bar{W})\right)
$$

Proof. Recall that $\left\|\nabla f_{t}\left(W_{t}\right)\right\|_{F} \leq 1$, we have

$$
\begin{equation*}
\left\|W_{t+1}-\bar{W}\right\|_{F}^{2} \leq\left\|W_{t}-\bar{W}\right\|_{F}^{2}-2 \eta \ell^{\prime}\left(y_{t} f_{t}\left(W_{t}\right)\right) y_{t}\left\langle\nabla f_{t}\left(W_{t}\right), W_{t}-\bar{W}\right\rangle+\eta^{2}\left(\ell^{\prime}\left(y_{t} f_{t}\left(W_{t}\right)\right)\right)^{2} . \tag{4.12}
\end{equation*}
$$

Similar to the proof of Lemma 4.5, the first order term of eq. 4.12 can be handled using the convexity of $\ell$ and homogeneity of ReLU as follows

$$
\begin{equation*}
\ell^{\prime}\left(y_{t} f_{t}\left(W_{t}\right)\right) y_{t}\left\langle\nabla f_{t}\left(W_{t}\right), W_{t}-\bar{W}\right\rangle \geq \mathcal{R}_{t}\left(W_{t}\right)-\mathcal{R}_{t}(\bar{W}) \tag{4.13}
\end{equation*}
$$

and the second-order term of eq. (4.12) can be bounded as follows

$$
\begin{equation*}
\eta^{2}\left(\ell^{\prime}\left(y_{t} f_{t}\left(W_{t}\right)\right)\right)^{2} \leq-\eta \ell^{\prime}\left(y_{t} f_{t}\left(W_{t}\right)\right) \leq \eta \ell\left(y_{t} f_{t}\left(W_{t}\right)\right)=\eta \mathcal{R}_{t}\left(W_{t}\right) \tag{4.14}
\end{equation*}
$$

since $\eta,-\ell^{\prime} \leq 1$ and $-\ell^{\prime} \leq \ell$. Combining eqs. (4.12) to (4.14) gives

$$
\eta \mathcal{R}_{t}\left(W_{t}\right) \leq\left\|W_{t}-\bar{W}\right\|_{F}^{2}-\left\|W_{t+1}-\bar{W}\right\|_{F}^{2}+2 \eta \mathcal{R}_{t}(\bar{W}) .
$$

Telescoping gives the claim.
QED.
With Lemma 4.9, we can also extend Theorem4.1 to the SGD setting and get a bound on $\sum_{i<n} \mathcal{Q}_{i}\left(W_{i}\right)$, using a similar proof. With Lemma 4.9, we give the following result, which is an extension of Theorem 4.1 to the SGD setting.

Lemma 4.10. Under Assumption 4.2, given any $\epsilon \in(0,1)$, any $\delta \in(0,1 / 3)$, and any positive integer $n_{0}$, let

$$
\lambda:=\frac{\sqrt{2 \ln \left(4 n_{0} / \delta\right)}+\ln (4 / \epsilon)}{\gamma / 4}, \quad \text { and } \quad M:=\frac{4096 \lambda^{2}}{\gamma^{6}}
$$

For any $m \geq M$ and any constant step size $\eta \leq 1$, if $n_{0} \geq n:=\left\lceil 2 \lambda^{2} /(\eta \epsilon)\right\rceil$, then with probability $1-3 \delta$,

$$
\frac{1}{n} \sum_{i<n} \mathcal{Q}_{i}\left(W_{i}\right) \leq \epsilon
$$

Proof. We first sample $n_{0}$ data examples $\left(x_{0}, y_{0}\right), \ldots,\left(x_{n_{0}-1}, y_{n_{0}-1}\right)$, and then feed $\left(x_{i}, y_{i}\right)$ to SGD at step $i$. We only consider the first $n_{0}$ steps.

The proof is similar to the proof of Theorem 4.1. Let $n_{1}$ denote the first step before $n_{0}$ such that there exists some $1 \leq s \leq m$ with $\left\|w_{s, n_{1}}-w_{s, 0}\right\|_{2}>4 \lambda /(\gamma \sqrt{m})$. If such a step does not exist, let $n_{1}=n_{0}$.

Let $\bar{W}:=W_{0}+\lambda \bar{U}$, in exactly the same way as in Theorem 4.1, we can show that with probability $1-3 \delta$, for any $0 \leq i<n_{1}$,

$$
y_{i}\left\langle\nabla f_{i}\left(W_{i}\right), \bar{W}\right\rangle \geq \ln \left(\frac{4}{\epsilon}\right), \quad \text { and thus } \quad \mathcal{R}_{i}(\bar{W}) \leq \epsilon / 4
$$

Now consider $n:=\left\lceil 2 \lambda^{2} /(\eta \epsilon)\right\rceil$. Using Lemma 4.9, in the same way as the proof of Theorem 4.1 (replacing $\widehat{\mathcal{Q}}\left(W_{\tau}\right)$ with $\mathcal{Q}_{i}\left(W_{i}\right)$, etc.), we can show that $n \leq n_{1}$. Then invoking Lemma 4.9 again, we get

$$
\frac{1}{n} \sum_{i<n} \mathcal{Q}_{i}\left(W_{i}\right) \leq \frac{1}{n} \sum_{i<n} \mathcal{R}_{i}\left(W_{i}\right) \leq \frac{\left\|W_{0}-\bar{W}\right\|_{F}^{2}}{\eta n}+\frac{2}{n} \sum_{i<n} \mathcal{R}_{i}(\bar{W}) \leq \frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon
$$

QED.
To further get a bound on the cumulative population risk $\sum_{i<n} \mathcal{Q}\left(W_{i}\right)$, the key observation is that $\sum_{i<n}\left(\mathcal{Q}\left(W_{i}\right)-\mathcal{Q}_{i}\left(W_{i}\right)\right)$ is a martingale. Using a martingale Bernstein bound, we prove the following lemma; applying it finishes the proof of Theorem 4.3.

Lemma 4.11. Given any $\delta \in(0,1)$, with probability $1-\delta$,

$$
\sum_{t<i} \mathcal{Q}\left(W_{t}\right) \leq 4 \sum_{t<i} \mathcal{Q}_{t}\left(W_{t}\right)+4 \ln \left(\frac{1}{\delta}\right)
$$

To prove Lemma 4.11, we need the following martingale Bernstein bound.
Lemma 4.12. [94, Theorem 1] Let $\left(M_{t}, \mathcal{F}_{t}\right)_{t \geq 0}$ denote a martingale with $M_{0}=0$ and $\mathcal{F}_{0}$ be the trivial $\sigma$-algebra. Let $\left(\Delta_{t}\right)_{t \geq 1}$ denote the corresponding martingale difference sequence, and let

$$
V_{t}:=\sum_{j=1}^{t} \mathbb{E}\left[\Delta_{j}^{2} \mid \mathcal{F}_{j-1}\right]
$$

denote the sequence of conditional variance. If $\Delta_{t} \leq R$ a.s., then for any $\delta \in(0,1)$, with probability at least $1-\delta$,

$$
M_{t} \leq \frac{V_{t}}{R}(e-2)+R \ln \left(\frac{1}{\delta}\right)
$$

Proof of Lemma 4.11. For any $i \geq 0$, let $z_{i}$ denote $\left(x_{i}, y_{i}\right)$, and $z_{0, i}$ denote $\left(z_{0}, \ldots, z_{i}\right)$. Note that the quantity $\sum_{t<i}\left(\mathcal{Q}\left(W_{t}\right)-\mathcal{Q}_{t}\left(W_{t}\right)\right)$ is a martingale w.r.t. the filtration $\sigma\left(z_{0, i-1}\right)$. The martingale difference sequence is given by $\mathcal{Q}\left(W_{t}\right)-\mathcal{Q}_{t}\left(W_{t}\right)$, which satisfies

$$
\begin{equation*}
\mathcal{Q}\left(W_{t}\right)-\mathcal{Q}_{t}\left(W_{t}\right)=\mathbb{E}_{(x, y) \sim \mathcal{D}}\left[-\ell^{\prime}\left(y f\left(x ; W_{t}, a\right)\right)\right]+\ell^{\prime}\left(y_{t} f\left(x_{t} ; W_{t}, a\right)\right) \leq 1 \tag{4.15}
\end{equation*}
$$

since $-1 \leq \ell^{\prime} \leq 0$. Moreover, we have

$$
\begin{align*}
& \mathbb{E}\left[\left(\mathcal{Q}\left(W_{t}\right)-\mathcal{Q}_{t}\left(W_{t}\right)\right)^{2} \mid \sigma\left(z_{0, t-1}\right)\right] \\
= & \mathcal{Q}\left(W_{t}\right)^{2}-2 \mathcal{Q}\left(W_{t}\right) \mathbb{E}\left[\mathcal{Q}_{t}\left(W_{t}\right) \mid \sigma\left(z_{0, t-1}\right)\right]+\mathbb{E}\left[\mathcal{Q}_{t}\left(W_{t}\right)^{2} \mid \sigma\left(z_{0, t-1}\right)\right] \\
= & -\mathcal{Q}\left(W_{t}\right)^{2}+\mathbb{E}\left[\mathcal{Q}_{t}\left(W_{t}\right)^{2} \mid \sigma\left(z_{0, t-1}\right)\right]  \tag{4.16}\\
\leq & \mathbb{E}\left[\mathcal{Q}_{t}\left(W_{t}\right)^{2} \mid \sigma\left(z_{0, t-1}\right)\right] \\
\leq & \mathbb{E}\left[\mathcal{Q}_{t}\left(W_{t}\right) \mid \sigma\left(z_{0, t-1}\right)\right] \\
= & \mathcal{Q}\left(W_{t}\right)
\end{align*}
$$

Invoking Lemma 4.12 with eqs. 4.15) and (4.16) gives that with probability $1-\delta$,

$$
\sum_{t<i}\left(\mathcal{Q}\left(W_{t}\right)-\mathcal{Q}_{t}\left(W_{t}\right)\right) \leq(e-2) \sum_{t<i} \mathcal{Q}\left(W_{t}\right)+\ln \left(\frac{1}{\delta}\right)
$$

which implies $\sum_{t<i} \mathcal{Q}\left(W_{t}\right) \leq 4 \sum_{t<i} \mathcal{Q}_{t}\left(W_{t}\right)+4 \ln \left(\frac{1}{\delta}\right)$.
QED.
Finally, we prove Theorem 4.3.

Proof of Theorem 4.3. Suppose the condition of Lemma 4.10 holds. Then we have for $n=$ $\left\lceil 2 \lambda^{2} /(\eta \epsilon)\right\rceil$, with probability $1-3 \delta$,

$$
\frac{1}{n} \sum_{i<n} \mathcal{Q}_{i}\left(W_{i}\right) \leq \epsilon
$$

Further invoking Lemma 4.11 gives that with probability $1-4 \delta$,

$$
\frac{1}{n} \sum_{i<n} \mathcal{Q}\left(W_{i}\right) \leq \frac{4}{n} \sum_{i<n} \mathcal{Q}_{i}\left(W_{i}\right)+\frac{4}{n} \ln \left(\frac{1}{\delta}\right) \leq 5 \epsilon
$$

Since $P_{(x, y) \sim \mathcal{D}}(y f(x ; W, a) \leq 0) \leq 2 \mathcal{Q}(W)$, we get

$$
\frac{1}{n} \sum_{i=1}^{n} P_{(x, y) \sim \mathcal{D}}\left(y f\left(x ; W_{i}, a\right) \leq 0\right) \leq 10 \epsilon
$$

For the condition of Lemma 4.10 to hold, it is enough to let

$$
n_{0}=\Theta\left(\frac{\ln (1 / \delta)}{\eta \gamma^{2} \epsilon^{2}}\right)
$$

which gives

$$
M=\Theta\left(\frac{\ln (1 / \delta)+\ln (1 / \epsilon)^{2}}{\gamma^{8}}\right) \quad \text { and } \quad n=\Theta\left(\frac{\ln (1 / \delta)+\ln (1 / \epsilon)^{2}}{\gamma^{2} \epsilon}\right)
$$

QED.

### 4.4 ON SEPARABILITY

In this section we give some discussion on Assumption 4.1, the separability of the NTK.
Given a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, the linear kernel is defined as $K_{0}\left(x_{i}, x_{j}\right):=\left\langle x_{i}, x_{j}\right\rangle$. The maximum margin achievable by a linear classifier is given by

$$
\begin{equation*}
\gamma_{0}:=\min _{q \in \Delta_{n}} \sqrt{(q \odot y)^{\top} K_{0}(q \odot y)} \tag{4.17}
\end{equation*}
$$

where $\Delta_{n}$ denotes the probability simplex and $\odot$ denotes the Hadamard product. In addition to the dual definition eq. 4.17), when $\gamma_{0}>0$ there also exists a maximum margin classifier $\bar{u}$ which gives a primal characterization of $\gamma_{0}$ : it holds that $\|\bar{u}\|_{2}=1$ and $y_{i}\left\langle\bar{u}, x_{i}\right\rangle \geq \gamma_{0}$ for
all $i$.
In this paper we consider another kernel, the infinite-width NTK with respect to the first layer:

$$
\begin{aligned}
K_{1}\left(x_{i}, x_{j}\right) & :=\mathbb{E}\left[\frac{\partial f\left(x_{i} ; W_{0}, a\right)}{\partial W_{0}}, \frac{\partial f\left(x_{j} ; W_{0}, a\right)}{\partial W_{0}}\right] \\
& =\mathbb{E}_{w \sim \mathcal{N}\left(0, I_{d}\right)}\left[\left\langle x_{i} \mathbb{1}\left[\left\langle x_{i}, w\right\rangle>0\right], x_{j} \mathbb{1}\left[\left\langle x_{j}, w\right\rangle>0\right]\right\rangle\right]=\left\langle\phi_{i}, \phi_{j}\right\rangle_{\mathcal{H}}
\end{aligned}
$$

Here $\phi$ and $\mathcal{H}$ are defined at the beginning of Section 4.1. Similar to the dual definition of $\gamma_{0}$, the margin given by $K_{1}$ is defined as

$$
\begin{equation*}
\gamma_{1}:=\min _{q \in \Delta_{n}} \sqrt{(q \odot y)^{\top} K_{1}(q \odot y)} \tag{4.18}
\end{equation*}
$$

We can also give a primal characterization of $\gamma_{1}$ when it is positive; the proof uses the Fenchel duality theory.

Proposition 4.4. If $\gamma_{1}>0$, then there exists $\hat{v} \in \mathcal{H}$ such that $\|\hat{v}\|_{\mathcal{H}}=1$, and $y_{i}\left\langle\hat{v}, \phi_{i}\right\rangle_{\mathcal{H}} \geq \gamma_{1}$ for any $1 \leq i \leq n$. Additionally $\|\hat{v}(z)\|_{2} \leq 1 / \gamma_{1}$ for any $z \in \mathbb{R}^{d}$.

Proof. Define $f: \mathcal{H} \rightarrow \mathbb{R}$ by

$$
f(w):=\frac{1}{2} \int\|w(z)\|_{2}^{2} \mathrm{~d} \mu_{\mathcal{N}}(z)=\frac{1}{2}\|w\|_{\mathcal{H}}^{2} .
$$

It holds that $f$ is continuous, and $f^{*}$ has the same form. Define $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
g(p):=\max _{1 \leq i \leq n} p_{i}
$$

with conjugate

$$
g^{*}(q)= \begin{cases}0, & \text { if } q \in \Delta_{n} \\ +\infty, & \text { o.w. }\end{cases}
$$

Finally, define the linear mapping $A: \mathcal{H} \rightarrow \mathbb{R}^{n}$ by $(A w)_{i}=y_{i}\left\langle w, \phi_{i}\right\rangle_{\mathcal{H}}$.
Since $f, f^{*}, g$ and $g^{*}$ are lower semi-continuous, and $\operatorname{dom} g-A \operatorname{dom} f=\mathbb{R}^{n}$, and $\operatorname{dom} f^{*}-$ $A^{*} \operatorname{dom} g^{*}=\mathcal{H}$, Fenchel duality may be applied in each direction [95, Theorem 4.4.3], and ensures that

$$
\inf _{w \in \mathcal{H}}(f(w)+g(A w))=\sup _{q \in \mathbb{R}^{n}}\left(-f^{*}\left(A^{*} q\right)-g^{*}(-q)\right)
$$

with optimal primal-dual solutions $(\bar{w}, \bar{q})$. Moreover

$$
\begin{aligned}
\inf _{w \in \mathcal{H}}(f(w)+g(A w)) & =\inf _{w \in \mathcal{H}, u \in \mathbb{R}^{n}} \sup _{q \in \mathbb{R}^{n}}(f(w)+g(A w+u)+\langle q, u\rangle) \\
& \geq \sup _{q \in \mathbb{R}^{n}} \inf _{w \in \mathcal{H}, u \in \mathbb{R}^{n}}(f(w)+g(A w+u)+\langle q, u\rangle) \\
& =\sup _{q \in \mathbb{R}^{n}} \inf _{w \in \mathcal{H}, u \in \mathbb{R}^{n}}\left(\left(f(w)-\left\langle A^{*} q, w\right\rangle\right)_{\mathcal{H}}+(g(A w+u)-\langle-q, A w+u\rangle)\right) \\
& =\sup _{q \in \mathbb{R}^{n}}\left(-f^{*}\left(A^{*} q\right)-g^{*}(-q)\right) .
\end{aligned}
$$

By strong duality, the inequality holds with equality. It follows that

$$
\bar{w}=A^{*} \bar{q}, \quad \text { and } \quad \operatorname{supp}(-\bar{q}) \subset \underset{1 \leq i \leq n}{\arg \max }(A \bar{w})_{i} .
$$

Now let us look at the dual optimization problem. It is clear that

$$
\sup _{q \in \mathbb{R}^{n}}\left(-f^{*}\left(A^{*} q\right)-g^{*}(-q)\right)=-\inf _{q \in \Delta_{n}} f^{*}\left(A^{*} q\right) .
$$

In addition, we have

$$
\begin{aligned}
f^{*}\left(A^{*} q\right) & =\frac{1}{2} \int\left\|\sum_{i=1}^{n} q_{i} y_{i} \phi_{i}(z)\right\|_{2}^{2} \mathrm{~d} \mu_{\mathcal{N}}(z) \\
& =\frac{1}{2} \int \sum_{i, j=1}^{n} q_{i} q_{j} y_{i} y_{j}\left\langle\phi_{i}(z), \phi_{j}(z)\right\rangle \mathrm{d} \mu_{\mathcal{N}}(z) \\
& =\frac{1}{2} \sum_{i, j=1}^{n} q_{i} q_{j} y_{i} y_{j} \int\left\langle\phi_{i}(z), \phi_{j}(z)\right\rangle \mathrm{d} \mu_{\mathcal{N}}(z) \\
& =\frac{1}{2} \sum_{i, j=1}^{n} q_{i} q_{j} y_{i} y_{j} K_{1}(i, j)=\frac{1}{2}(q \odot y)^{\top} K_{1}(q \odot y),
\end{aligned}
$$

and thus $f^{*}\left(A^{*} \bar{q}\right)=\gamma_{1}^{2} / 2$. Since $\bar{w}=A^{*} \bar{q}$, we have that $\|\bar{w}\|_{\mathcal{H}}=\gamma_{1}$. In addition,

$$
g(A \bar{w})=-f^{*}\left(A^{*} \bar{q}\right)-f(\bar{w})=-\gamma_{1}^{2}
$$

and thus $-\bar{w}$ has margin $\gamma_{1}^{2}$. Moreover, we have

$$
\bar{w}(z)=\sum_{i=1}^{n} \bar{q}_{i} y_{i} \phi_{i}(z)=\sum_{i=1}^{n} \bar{q}_{i} y_{i} x_{i} \mathbb{1}\left[\left\langle z, x_{i}\right\rangle>0\right],
$$

and thus $\|\bar{w}(z)\|_{2} \leq 1$. Therefore, $\hat{v}=-\bar{w} / \gamma_{1}$ satisfies all requirements of Proposition 4.4. QED.

Using the upper bound $\|\hat{v}(z)\|_{2} \leq 1 / \gamma_{1}$, we can see that $\gamma_{1} \hat{v}$ satisfies Assumption 4.1 with $\gamma \geq \gamma_{1}^{2}$. However, such an upper bound $\|\hat{v}(z)\|_{2} \leq 1 / \gamma_{1}$ might be too loose, which leads to a bad rate. In fact, as shown later, in some cases we can construct $\bar{v}$ directly which satisfies Assumption 4.1 with a large $\gamma$. For this reason, we choose to make Assumption 4.1 instead of assuming a positive $\gamma_{1}$.

However, we can use $\gamma_{1}$ to show that Assumption 4.1 always holds when there are no parallel inputs. [77, Corollary I.2] proved that if for any two feature vectors $x_{i}$ and $x_{j}$, we have $\left\|x_{i}-x_{j}\right\|_{2} \geq \theta$ and $\left\|x_{i}+x_{j}\right\|_{2} \geq \theta$ for some $\theta>0$, then the minimum eigenvalue of $K_{1}$ is at least $\theta /\left(100 n^{2}\right)$. For arbitrary labels $y \in\{-1,+1\}^{n}$, since $\|q \odot y\|_{2} \geq 1 / \sqrt{n}$, we have the worst case bound $\gamma_{1}^{2} \geq \theta /\left(100 n^{3}\right)$. A direct improvement of this bound is $\theta /\left(100 n_{S}^{3}\right)$, where $n_{S}$ denotes the number of support vectors, which could be much smaller than $n$ with real world data.

On the other hand, given any training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ which may have a large margin, replacing $y$ with random labels would destroy the margin, which is what should be expected.

Proposition 4.5. Given any training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, if the true labels $y$ are replaced with random labels $\epsilon \sim$ unif $\left(\{-1,+1\}^{n}\right)$, then with probability 0.9 over the random labels, it holds that $\gamma_{1} \leq 1 / \sqrt{20 n}$.

Proof. Let $\hat{q}$ denote the uniform probability vector $(1 / n, \ldots, 1 / n)$. Note that

$$
\begin{aligned}
\mathbb{E}_{\epsilon \sim \operatorname{unif}\left(\{-1,+1\}^{n}\right)}\left[(\hat{q} \odot \epsilon)^{\top} K_{1}(\hat{q} \odot \epsilon)\right] & =\mathbb{E}_{\epsilon \sim \operatorname{unif}\left(\{-1,+1\}^{n}\right)}\left[\sum_{i, j=1}^{n} \frac{1}{n^{2}} \epsilon_{i} \epsilon_{j} K_{1}\left(x_{i}, x_{j}\right)\right] \\
& =\frac{1}{n^{2}} \sum_{i, j=1}^{n} \mathbb{E}_{\epsilon \sim \mathrm{unif}\left(\{-1,+1\}^{n}\right)}\left[\epsilon_{i} \epsilon_{j} K_{1}\left(x_{i}, x_{j}\right)\right] \\
& =\frac{1}{n^{2}} \sum_{i=1}^{n} K_{1}\left(x_{i}, x_{i}\right)=\frac{1}{2 n} .
\end{aligned}
$$

Since $0 \leq(\hat{q} \odot \epsilon)^{\top} K_{1}(\hat{q} \odot \epsilon) \leq 1$ for any $\epsilon$, by Markov's inequality with probability 0.9 , it holds that $(\hat{q} \odot \epsilon)^{\top} K_{1}(\hat{q} \odot \epsilon) \leq 1 /(20 n)$, and thus $\gamma_{1} \leq 1 / \sqrt{20 n}$.

QED.
Although the above bounds all have a polynomial dependency on $n$, they hold for arbitrary or random labels, and thus do not assume any relationship between the features and labels.

Next we give some examples where there is a strong feature-label relationship, and thus a much larger margin can be proved.

### 4.4.1 The linearly separable case

Suppose the data distribution is linearly separable with margin $\gamma_{0}$ : there exists a unit vector $\bar{u}$ such that $y\langle\bar{u}, x\rangle \geq \gamma_{0}$ almost surely. Then we can define $\bar{v}(z):=\bar{u}$ for any $z \in \mathbb{R}^{d}$. For almost all $(x, y)$, we have

$$
\begin{aligned}
y \int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) & =\int y\langle\bar{u}, x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) \\
& \geq \gamma \int \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) \\
& =\frac{\gamma_{0}}{2}
\end{aligned}
$$

and thus Assumption 4.1 holds with $\gamma=\gamma_{0} / 2$.

### 4.4.2 The noisy 2-XOR distribution

We consider the noisy 2-XOR distribution introduced in [74]. It is the uniform distribution over the following $2^{d}$ points:

$$
\begin{aligned}
& \left(x_{1}, x_{2}, y, x_{3}, \ldots, x_{d}\right) \\
\in & \left\{\left(\frac{1}{\sqrt{d-1}}, 0,1\right),\left(0, \frac{1}{\sqrt{d-1}},-1\right),\left(\frac{-1}{\sqrt{d-1}}, 0,1\right),\left(0, \frac{-1}{\sqrt{d-1}},-1\right)\right\} \\
& \times\left\{\frac{-1}{\sqrt{d-1}}, \frac{1}{\sqrt{d-1}}\right\}^{d-2} .
\end{aligned}
$$

The factor $1 / \sqrt{d-1}$ ensures that $\|x\|_{2}=1$, and $\times$ above denotes the Cartesian product. Here the label $y$ only depends on the first two coordinates of the input $x$.

To construct $\bar{v}$, we first decompose $\mathbb{R}^{2}$ into four regions:

$$
\begin{aligned}
& A_{1}:=\left\{\left(z_{1}, z_{2}\right)\left|z_{1} \geq 0,\left|z_{1}\right| \geq\left|z_{2}\right|\right\}\right. \\
& A_{2}:=\left\{\left(z_{1}, z_{2}\right)\left|z_{2}>0,\left|z_{1}\right|<\left|z_{2}\right|\right\}\right. \\
& A_{3}:=\left\{\left(z_{1}, z_{2}\right)\left|z_{1} \leq 0,\left|z_{1}\right| \geq\left|z_{2}\right|\right\} \backslash\{(0,0)\}\right. \\
& A_{4}:=\left\{\left(z_{1}, z_{2}\right)\left|z_{2}<0,\left|z_{1}\right|<\left|z_{2}\right|\right\}\right.
\end{aligned}
$$

Then $\bar{v}$ can de defined as follows: (i) for $\left(z_{1}, z_{2}\right) \in A_{1}$, let $\bar{v}:=(1,0,0, \ldots, 0)$; (ii) for $\left(z_{1}, z_{2}\right) \in A_{2}$, let $\bar{v}:=(0,-1,0, \ldots, 0)$; (iii) for $\left(z_{1}, z_{2}\right) \in A_{3}$, let $\bar{v}:=(-1,0,0, \ldots, 0)$; (iv) for $\left(z_{1}, z_{2}\right) \in A_{4}$, let $\bar{v}:=(0,1,0, \ldots, 0)$.

The following result shows that $\gamma=\Omega(1 / d)$. Note that $n$ could be as large as $2^{d}$, in which case $\gamma$ is basically $O(1 / \ln (n))$.

Proposition 4.6. For any $(x, y)$ sampled from the noisy 2-XOR distribution and any $d \geq 3$,

$$
y \int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) \geq \frac{1}{60 d}
$$

Proof. By symmetry, we only need to consider an $(x, y)$ where $\left(x_{1}, x_{2}, y\right)=(1 / \sqrt{d-1}, 0,1)$. Let $z_{p, q}$ denote $\left(z_{p}, z_{p+1}, \ldots, z_{q}\right)$, and similarly define $x_{p, q}$. We have

$$
\begin{align*}
& y \int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) \\
= & y \int\left(\int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}\left(z_{3, d}\right)\right) \mathrm{d} \mu_{\mathcal{N}}\left(z_{1,2}\right)  \tag{4.19}\\
= & y \int\left\langle\bar{v}(z)_{1,2}, x_{1,2}\right\rangle\left(\int \mathbb{1}\left[\left\langle z_{1,2}, x_{1,2}\right\rangle+\left\langle z_{3, d}, x_{3, d}\right\rangle>0\right] \mathrm{d} \mu_{\mathcal{N}}\left(z_{3, d}\right)\right) \mathrm{d} \mu_{\mathcal{N}}\left(z_{1,2}\right)  \tag{4.20}\\
= & \sum_{i=1}^{4} y \int\left\langle\bar{v}(z)_{1,2}, x_{1,2}\right\rangle\left(\int \mathbb{1}\left[\left\langle z_{1,2}, x_{1,2}\right\rangle+\left\langle z_{3, d}, x_{3, d}\right\rangle>0\right] \mathrm{d} \mu_{\mathcal{N}}\left(z_{3, d}\right)\right) \mathbb{1}\left[z_{1,2} \in A_{i}\right] \mathrm{d} \mu_{\mathcal{N}}\left(z_{1,2}\right), \tag{4.21}
\end{align*}
$$

where eq. 4.19) is due to the independence between $z_{1,2}$ and $z_{3, d}$, and in eq. 4.20 we use the fact that $\bar{v}(z)_{1,2}$ only depends on $z_{1,2}$ and $\bar{v}(z)_{3, d}$ are all zero. Since $\left\langle\bar{v}(z)_{1,2}, x_{1,2}\right\rangle=0$ for $z_{1,2} \in A_{2} \cup A_{4}$, we only need to consider $A_{1}$ and $A_{3}$ in eq. 4.21. For simplicity, we will denote $z_{1,2}$ by $p \in \mathbb{R}^{2}$, and $\bar{v}(z)_{1,2}$ by $\bar{v}(p)$, and $z_{3, d}$ by $q \in \mathbb{R}^{d-2}$.

For any nonzero $p \in A_{1}$, we have $-p \in A_{3}$, and $\left\langle\bar{v}(p), x_{1,2}\right\rangle=1 / \sqrt{d-1}$. Therefore

$$
\begin{align*}
& y\left\langle\bar{v}(p), x_{1,2}\right\rangle\left(\int \mathbb{1}\left[\left\langle p, x_{1,2}\right\rangle+\left\langle q, x_{3, d}\right\rangle>0\right] \mathrm{d} \mu_{\mathcal{N}}(q)\right) \\
& +y\left\langle\bar{v}(-p), x_{1,2}\right\rangle\left(\int \mathbb{1}\left[\left\langle-p, x_{1,2}\right\rangle+\left\langle q, x_{3, d}\right\rangle>0\right] \mathrm{d} \mu_{\mathcal{N}}(q)\right) \\
= & \frac{1}{\sqrt{d-1}} \int\left(\mathbb{1}\left[\frac{p_{1}}{\sqrt{d-1}}+\left\langle q, x_{3, d}\right\rangle>0\right]-\mathbb{1}\left[\frac{-p_{1}}{\sqrt{d-1}}+\left\langle q, x_{3, d}\right\rangle>0\right]\right) \mathrm{d} \mu_{\mathcal{N}}(q) \\
= & \frac{1}{\sqrt{d-1}} \mathbb{P}\left(\frac{-p_{1}}{\sqrt{d-1}} \leq\left\langle q, x_{3, d}\right\rangle \leq \frac{p_{1}}{\sqrt{d-1}}\right) . \tag{4.22}
\end{align*}
$$

Let $\varphi$ denote the density function of the standard Gaussian distribution, and for $c>0$, let
$U(c)$ denote the probability that a standard Gaussian random variable lies in the interval $[-c, c]$ :

$$
U(c):=\int_{-c}^{c} \varphi(t) \mathrm{d} t
$$

Since $\left\langle q, x_{3, d}\right\rangle$ is a Gaussian variable with standard deviation $\sqrt{(d-2) /(d-1)}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\frac{-p_{1}}{\sqrt{d-1}} \leq\left\langle q, x_{3, d}\right\rangle \leq \frac{p_{1}}{\sqrt{d-1}}\right)=U\left(\frac{p_{1}}{\sqrt{d-2}}\right) \tag{4.23}
\end{equation*}
$$

Plugging eqs. 4.22 and 4.23) into eq. (4.21) gives:

$$
\begin{aligned}
y \int\langle\bar{v}(z), x\rangle \mathbb{1}[\langle z, x\rangle>0] \mathrm{d} \mu_{\mathcal{N}}(z) & =\frac{1}{\sqrt{d-1}} \int U\left(\frac{p_{1}}{\sqrt{d-2}}\right) \mathbb{1}\left[p \in A_{1}\right] \mathrm{d} \mu_{\mathcal{N}}(p) \\
& =\frac{1}{\sqrt{d-1}} \int_{0}^{\infty} U\left(\frac{p_{1}}{\sqrt{d-2}}\right)\left(\int_{-p_{1}}^{p_{1}} \varphi\left(p_{2}\right) \mathrm{d} p_{2}\right) \varphi\left(p_{1}\right) \mathrm{d} p_{1} \\
& =\frac{1}{\sqrt{d-1}} \int_{0}^{\infty} U\left(\frac{p_{1}}{\sqrt{d-2}}\right) U\left(p_{1}\right) \varphi\left(p_{1}\right) \mathrm{d} p_{1} \\
& \geq \frac{1}{\sqrt{d-1}} \int_{0}^{1} U\left(\frac{p_{1}}{\sqrt{d-2}}\right) U\left(p_{1}\right) \varphi\left(p_{1}\right) \mathrm{d} p_{1}
\end{aligned}
$$

For $t \in[-1,+1]$, it holds that $\varphi(t) \geq 1 \sqrt{2 \pi e}$, and thus

$$
U(a)=\int_{-a}^{a} \varphi(t) \mathrm{d} t \geq \frac{2 a}{\sqrt{2 \pi e}}
$$

Therefore eq. (4.21) is lower bounded by

$$
\begin{aligned}
\frac{1}{\sqrt{d-1}} \int_{0}^{1} U\left(\frac{p_{1}}{\sqrt{d-2}}\right) U\left(p_{1}\right) \varphi\left(p_{1}\right) \mathrm{d} p_{1} & \geq \frac{1}{\sqrt{d-1}} \int_{0}^{1} \frac{2}{\sqrt{2 \pi e}} \cdot \frac{p_{1}}{\sqrt{d-2}} \cdot \frac{2 p_{1}}{\sqrt{2 \pi e}} \cdot \frac{1}{\sqrt{2 \pi e}} \mathrm{~d} p_{1} \\
& \geq \frac{1}{20 \sqrt{(d-1)(d-2)}} \int_{0}^{1} p_{1}^{2} \mathrm{~d} p_{1} \\
& =\frac{1}{60 \sqrt{(d-1)(d-2)}} \\
& \geq \frac{1}{60 d}
\end{aligned}
$$

QED.
We can prove two other interesting results for the noisy 2-XOR data.

The width needs a poly $(1 / \gamma)$ dependency for initial separability. The first step of an NTK analysis is to show that the gradient features at initialization $\left\{\left(\nabla f_{i}\left(W_{0}\right), y_{i}\right)\right\}_{i=1}^{n}$ is separable. Proposition 4.7 gives an example where $\left\{\left(\nabla f_{i}\left(W_{0}\right), y_{i}\right)\right\}_{i=1}^{n}$ is nonseparable when the network is narrow.

Proposition 4.7. Let $D=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{4}$ denote an arbitrary subset of the noisy 2-XOR dataset such that $x_{i}$ 's have the same last $(d-2)$ coordinates. For any $d \geq 20$, if $m \leq$ $\sqrt{d-2} / 4$, then with probability $1 / 2$ over the random initialization of $W_{0}$, for any weights $V \in \mathbb{R}^{m \times d}$, it holds that $y_{i}\left\langle V, \nabla f_{i}\left(W_{0}\right)\right\rangle \leq 0$ for at least one $i \in\{1,2,3,4\}$.

For the noisy 2-XOR data, the separator $\bar{v}$ has margin $\gamma=\Omega(1 / d)$, and $1 / \gamma=O(d)$. As a result, if we want $\left\{\left(\nabla f_{i}\left(W_{0}\right), y_{i}\right)\right\}_{i=1}^{n}$ to be separable, the width has to be $\Omega(1 / \sqrt{\gamma})$. For a smaller width, gradient descent might still be able to solve the problem, but a beyond-NTK analysis would be needed.

To prove Proposition 4.7, we need the following technical lemma.
Lemma 4.13. Given $z_{1} \sim \mathcal{N}(0,1)$ and $z_{2} \sim \mathcal{N}\left(0, b^{2}\right)$ that are independent where $b>1$, we have

$$
\mathbb{P}\left(\left|z_{1}\right|<\left|z_{2}\right|\right)>1-\frac{1}{b} .
$$

Proof. First note that for $z_{3} \sim \mathcal{N}(0,1)$ which is independent of $z_{1}$,

$$
\mathbb{P}\left(\left|z_{1}\right|<\left|z_{2}\right|\right)=\mathbb{P}\left(\left|z_{1}\right|<b\left|z_{3}\right|\right)=1-\mathbb{P}\left(\left|z_{3}\right|<\frac{1}{b}\left|z_{1}\right|\right) .
$$

Still let $\varphi$ denote the density of $\mathcal{N}(0,1)$, and let $U(c)$ denote the probability that $z_{3} \in[-c, c]$. We have

$$
\begin{aligned}
\mathbb{P}\left(\left|z_{3}\right|<\frac{1}{b}\left|z_{1}\right|\right) & =\iint \mathbb{1}\left[\left|z_{3}\right|<\frac{1}{b}\left|z_{1}\right|\right] \varphi\left(z_{3}\right) \varphi\left(z_{1}\right) \mathrm{d} z_{3} \mathrm{~d} z_{1} \\
& =\int U\left(\frac{1}{b}\left|z_{1}\right|\right) \varphi\left(z_{1}\right) \mathrm{d} z_{1} \\
& \leq \frac{2}{\sqrt{2 \pi} b} \int\left|z_{1}\right| \varphi\left(z_{1}\right) \mathrm{d} z_{1}=\frac{2}{\pi b}<\frac{1}{b}
\end{aligned}
$$

where we use the facts that $U(c) \leq 2 c / \sqrt{2 \pi}$ and $\mathbb{E}\left[\left|z_{1}\right|\right]=\sqrt{2 / \pi}$. QED.

We now give the proof of Proposition 4.7 using Lemma 4.13.

Proof of Proposition 4.7. By symmetry, we only need to consider the following training set:

$$
\begin{array}{cl}
x_{1}=(1,0,1, \ldots, 1), & y_{1}=1 \\
x_{2}=(0,1,1, \ldots, 1), & y_{2}=-1 \\
x_{3}=(-1,0,1, \ldots, 1), & y_{3}=1, \\
x_{4}=(0,-1,1, \ldots, 1), & y_{4}=-1 .
\end{array}
$$

The $1 / \sqrt{d-1}$ factor is omitted also because we only discuss the $0 / 1$ loss.
For any $s$, let $A_{s}$ denote the event that

$$
\mathbb{1}\left[\left\langle w_{s}, x_{1}\right\rangle>0\right]=\mathbb{1}\left[\left\langle w_{s}, x_{2}\right\rangle>0\right]=\mathbb{1}\left[\left\langle w_{s}, x_{3}\right\rangle>0\right]=\mathbb{1}\left[\left\langle w_{s}, x_{4}\right\rangle>0\right] .
$$

We will show that if $m \leq \sqrt{d-2} / 4$, then $A_{s}$ is true for all $1 \leq s \leq m$ with probability $1 / 2$, and Proposition 4.7 follows from the fact that the XOR data is not linearly separable.

For any $s$ and $i$,

$$
\left\langle w_{s}, x_{i}\right\rangle=\left(w_{s}\right)_{1}\left(x_{i}\right)_{1}+\left(w_{s}\right)_{2}\left(x_{i}\right)_{2}+\sum_{j=3}^{d}\left(w_{s}\right)_{j} .
$$

Since $\left(\left(x_{i}\right)_{1},\left(x_{i}\right)_{2}\right)$ is $(1,0)$ or $(0,1)$ or $(-1,0)$ or $(0,-1)$, event $A_{s}$ will happen as long as

$$
\left|\left(w_{s}\right)_{1}\right|<\left|\sum_{j=3}^{d}\left(w_{s}\right)_{j}\right|, \quad \text { and } \quad\left|\left(w_{s}\right)_{2}\right|<\left|\sum_{s=3}^{d}\left(w_{s}\right)_{j}\right| .
$$

Note that $\left(w_{s}\right)_{1},\left(w_{s}\right)_{2} \sim \mathcal{N}(0,1)$ while $\sum_{j=3}^{d}\left(w_{s}\right)_{j} \sim \mathcal{N}(0, d-2)$. As a result, due to Lemma 4.13,

$$
\mathbb{P}\left(\left|\left(w_{s}\right)_{1}\right|<\left|\sum_{j=3}^{d}\left(w_{s}\right)_{j}\right|\right)=\mathbb{P}\left(\left|\left(w_{s}\right)_{2}\right|<\left|\sum_{s=3}^{d}\left(w_{s}\right)_{j}\right|\right)>1-\frac{1}{\sqrt{d-2}} .
$$

Using a union bound, $\mathbb{P}\left(A_{s}\right)>1-2 / \sqrt{d-2}$. If $m \leq \sqrt{d-2} / 4$, then by a union bound again,

$$
\mathbb{P}\left(\bigcup_{1 \leq s \leq m} A_{s}\right)>1-\frac{2}{\sqrt{d-2}} m \geq 1-\frac{2}{\sqrt{d-2}} \frac{\sqrt{d-2}}{4}=\frac{1}{2}
$$

A tight sample complexity upper bound for the infinite-width NTK. [74] give a $d^{2}$ sample complexity lower bound for any NTK classifier on the noisy 2-XOR data. It turns out that $\gamma$ could give a matching sample complexity upper bound for the NTK and SGD.
[74] consider the infinite-width NTK with respect to both layers. For the first layer, the infinite-width NTK $K_{1}$ is defined in Section 4.4, and the corresponding RKHS $\mathcal{H}$ and RKHS mapping $\phi$ is defined in Section 4.1. For the second layer, the infinite width NTK is defined by

$$
\begin{aligned}
K_{2}\left(x_{i}, x_{j}\right) & :=\mathbb{E}\left[\frac{\partial f\left(x_{i} ; W_{0}, a\right)}{\partial a}, \frac{\partial f\left(x_{j} ; W_{0}, a\right)}{\partial a}\right] \\
& =\mathbb{E}_{w \sim \mathcal{N}\left(0, I_{d}\right)}\left[\sigma\left(\left\langle w, x_{i}\right\rangle\right) \sigma\left(\left\langle w, x_{j}\right\rangle\right)\right] .
\end{aligned}
$$

The corresponding RKHS $\mathcal{K}$ and inner product $\left\langle w_{1}, w_{2}\right\rangle_{\mathcal{K}}$ are given by

$$
\mathcal{K}:=\left\{w: \mathbb{R}^{d} \rightarrow \mathbb{R} \mid \int w(z)^{2} \mathrm{~d} \mu_{\mathcal{N}}(z)<\infty\right\}, \quad \text { and } \quad\left\langle w_{1}, w_{2}\right\rangle_{\mathcal{K}}=\int w_{1}(z) w_{2}(z) \mathrm{d} \mu_{\mathcal{N}}(z)
$$

Given any $x \in \mathbb{R}^{d}$, it is mapped into $\psi_{x} \in \mathcal{K}$, where $\psi_{x}(z):=\sigma(\langle z, x\rangle)$. It holds that $K_{2}\left(x_{i}, x_{j}\right)=\left\langle\psi_{x_{i}}, \psi_{x_{j}}\right\rangle_{\mathcal{K}}$. The infinite-width NTK with respect to both layers is just $K_{1}+K_{2}$. The corresponding RHKS is just $\mathcal{H} \times \mathcal{K}$ with the inner product

$$
\left\langle\left(v_{1}, w_{1}\right),\left(v_{2}, w_{2}\right)\right\rangle_{\mathcal{H} \times \mathcal{K}}=\left\langle v_{1}, v_{2}\right\rangle_{\mathcal{H}}+\left\langle w_{1}, w_{2}\right\rangle_{\mathcal{K}} .
$$

The classifier $\bar{v}$ constructed earlier has a unit norm (i.e., $\|\bar{v}\|_{\mathcal{H}}=1$ ) and margin $\gamma$ on the space $\mathcal{H}$. On $\mathcal{H} \times \mathcal{K}$, it is enough to consider $(\bar{v}, 0)$, which also has a unit norm and margin $\gamma$. Since the infinite-width NTK model is a linear model in $\mathcal{H} \times \mathcal{K}$, Theorem 2.1 can be used to show that SGD on the RKHS $\mathcal{H} \times \mathcal{K}$ could obtain a test error of $\epsilon$ with a sample complexity of $\widetilde{O}\left(1 /\left(\gamma^{2} \epsilon\right)\right)$. (The analysis of Theorem 2.1 is done in $\mathbb{R}^{d}$, but it still works with a well-defined inner product.) Since $\gamma=\Omega(1 / d)$, to achieve a constant test accuracy we need $\widetilde{O}\left(d^{2}\right)$ samples. This matches (up to logarithmic factors) the sample complexity lower bound of $d^{2}$ given by [74.

## Chapter 5: Deep homogeneous networks

In this chapter, we analyze the implicit bias of gradient flow on deep networks. We focus on gradient flow to illustrate the key proof ideas, but many results can be extended to gradient descent with small enough learning rates.

First, in Section 5.1, we consider deep linear networks, which maps the input $x$ to $W_{L} W_{L-1} \cdots W_{2} W_{1} x$, where $W_{1}, \ldots, W_{L}$ denote $L$ weight matrices (layers). A deep linear network can still only represent a linear function, but it induces a nonconvex optimization problem, which makes the analysis much trickier. We will show that, despite overparameterization and nonconvexity, under some mild conditions, gradient flow still learns a simple solution: all weight matrices become nearly rank-1, adjacent weight matrices tend to have identical top singular vectors, and the whole network computes the maximum-margin predictor (cf. Theorems 5.1 and 5.2).

In Section 5.2, we further extend the previous results to deep homogeneous networks. We show that the gradient flow iterate $w_{t}$ and the corresponding (negative) gradient $-\nabla \widehat{\mathcal{R}}\left(w_{t}\right)$ converge to the same direction (cf. Theorem 5.3); this result implies the previous result for deep linear networks, and can also be applied in many other settings.

### 5.1 ALIGNMENT IN DEEP LINEAR NETWORKS

In this section, as in Chapter 2, we consider a training set that is linearly separable, and let $\gamma^{*}$ and $u^{*}$ denote the maximum margin and maximum-margin predictor.

A linear network of depth $L$ is parameterized by weight matrices $W_{L}, \ldots, W_{1}$, where $W_{k} \in \mathbb{R}^{d_{k} \times d_{k-1}}, d_{0}=d$, and $d_{L}=1$. Let $W=\left(W_{L}, \ldots, W_{1}\right)$ denote all parameters of the network. The (empirical) risk induced by the network is given by

$$
\widehat{\mathcal{R}}(W)=\widehat{\mathcal{R}}\left(W_{L}, \ldots, W_{1}\right)=\frac{1}{n} \sum_{i=1}^{n} \ell\left(y_{i} W_{L} \cdots W_{1} x_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} \ell\left(\left\langle w_{\mathrm{prod}}, z_{i}\right\rangle\right),
$$

where $w_{\text {prod }}:=\left(W_{L} \cdots W_{1}\right)^{\top}$, and $z_{i}:=y_{i} x_{i}$.
In this section, we consider loss functions satisfying the following conditions.
Assumption 5.1. $\ell^{\prime}<0$ is continuous, $\lim _{x \rightarrow-\infty} \ell(x)=\infty$ and $\lim _{x \rightarrow \infty} \ell(x)=0$.
Moreover, we consider gradient flow $\{W(t) \mid t \geq 0, t \in \mathbb{R}\}$, which starts from some $W(0)$ at $t=0$, and proceeds as

$$
\frac{\mathrm{d} W(t)}{\mathrm{d} t}=-\nabla \widehat{\mathcal{R}}(W(t))
$$

We assume that the initialization of the network is not a critical point and induces a risk no larger than the risk of the trivial linear predictor 0 .

Assumption 5.2. The initialization $W(0)$ satisfies $\nabla \widehat{\mathcal{R}}(W(0)) \neq 0$ and $\widehat{\mathcal{R}}(W(0)) \leq$ $\widehat{\mathcal{R}}(0)=\ell(0)$.

It is natural to require that the initialization is not a critical point, since otherwise gradient flow will never make a progress. The requirement $\widehat{\mathcal{R}}(W(0)) \leq \widehat{\mathcal{R}}(0)$ can be easily satisfied, for example, by making $W_{1}(0)=0$ and $W_{L}(0) \cdots W_{2}(0) \neq 0$. Alternatively, we can ensure Assumption 5.2 using an NTK analysis.

For convenience, only within this section, we will use $W, W_{k}$, and $w_{\text {prod }}$ to denote $W(t)$, $W_{k}(t)$ and $w_{\text {prod }}(t)$.

Previously, [96] considered gradient descent on fully connected linear networks and linear convolutional networks. In particular, for the exponential loss, assuming the risk is minimized to 0 and the gradients converge in direction, they showed that the whole network converges in direction to the maximum margin solution. These two assumptions are on the gradient descent process itself; by contrast, in the following we will show alignment and margin maximization results only assuming Assumption 5.2. The analysis is based on [31].

Additional related work. There has been a rich literature on linear networks. 97] analyzed the learning dynamics of deep linear networks, showing that they exhibit some learning patterns similar to nonlinear networks, such as a long plateau followed by a rapid risk drop. [98] showed that depth can help accelerate optimization. On the landscape properties of deep linear networks, [99, 100] showed that under various structural assumptions, all local optima are global. [101] gave a necessary and sufficient characterization of critical points for deep linear networks.

### 5.1.1 Risk convergence and layer alignment

One key property of gradient flow is that it never increases the risk:

$$
\begin{equation*}
\frac{\mathrm{d} \widehat{\mathcal{R}}(W)}{\mathrm{d} t}=\left\langle\nabla \widehat{\mathcal{R}}(W), \frac{\mathrm{d} W}{\mathrm{~d} t}\right\rangle=-\|\nabla \widehat{\mathcal{R}}(W)\|_{F}^{2}=-\sum_{k=1}^{L}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{k}}\right\|_{F}^{2} \leq 0 \tag{5.1}
\end{equation*}
$$

We now state the main result: under Assumptions 5.1 and 5.2, gradient flow minimizes the risk, $W_{k}$ and $w_{\text {prod }}$ all go to infinity, and the alignment phenomenon occurs.

Theorem 5.1. Under Assumptions 5.1 and 5.2, gradient flow iterates satisfy:

- $\lim _{t \rightarrow \infty} \widehat{\mathcal{R}}(W)=0$.
- For any $1 \leq k \leq L, \lim _{t \rightarrow \infty}\left\|W_{k}\right\|_{F}=\infty$.
- For any $1 \leq k \leq L$, letting $\left(u_{k}, v_{k}\right)$ denote the first left and right singular vectors of $W_{k}$,

$$
\lim _{t \rightarrow \infty}\left\|\frac{W_{k}}{\left\|W_{k}\right\|_{F}}-u_{k} v_{k}^{\top}\right\|_{F}=0
$$

Moreover, for any $1 \leq k<L, \lim _{t \rightarrow \infty}\left|\left\langle v_{k+1}, u_{k}\right\rangle\right|=1$. As a result,

$$
\lim _{t \rightarrow \infty}\left|\left\langle\frac{w_{\mathrm{prod}}}{\prod_{k=1}^{L}\left\|W_{k}\right\|_{F}}, v_{1}\right\rangle\right|=1
$$

and thus $\lim _{t \rightarrow \infty}\left\|w_{\text {prod }}\right\|_{2}=\infty$.
Theorem 5.1 is proved using two lemmas, which may be of independent interest. To show the ideas, let us first introduce a little more notation. Recall that $\widehat{\mathcal{R}}(W)$ denotes the empirical risk induced by the deep linear network $W$. Abusing the notation a little, for any linear predictor $w \in \mathbb{R}^{d}$, we also use $\widehat{\mathcal{R}}(w)$ to denote the risk induced by $w$. With this notation, $\widehat{\mathcal{R}}(W)=\widehat{\mathcal{R}}\left(w_{\text {prod }}\right)$, while

$$
\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)=\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{i}\right\rangle\right) z_{i}=\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(W_{L} \cdots W_{1} z_{i}\right) z_{i}
$$

is in $\mathbb{R}^{d}$ and different from $\nabla \widehat{\mathcal{R}}(W)$, which has $\sum_{k=1}^{L} d_{k} d_{k-1}$ entries, as given below:

$$
\frac{\partial \widehat{\mathcal{R}}}{\partial W_{k}}=W_{k+1}^{\top} \cdots W_{L}^{\top} \nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)^{\top} W_{1}^{\top} \cdots W_{k-1}^{\top}
$$

Furthermore, for any $R>0$, let

$$
B(R)=\left\{W \mid \max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right\}
$$

First we show that for any $R>0$, the time spent by gradient flow in $B(R)$ is finite.
Lemma 5.1. Under Assumptions 5.1 and 5.2, for any $R>0$, there exists a constant $\epsilon(R)>0$, such that for any $t \geq 1$ and any $W \in B(R),\left\|\partial \widehat{\mathcal{R}} / \partial W_{1}\right\|_{F} \geq \epsilon(R)$. As a result, gradient flow spends a finite amount of time in $B(R)$ for any $R>0$, and $\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F}$ is unbounded.

Proof of Lemma 5.1. Fix an arbitrary $R>0$. If the claim is not true, then for any $\epsilon>0$, there exists some $t \geq 1$ such that $\left\|W_{k}\right\|_{F} \leq R$ for all $k$ while $\left\|\partial \widehat{\mathcal{R}} / \partial W_{1}\right\|_{F}^{2} \leq \epsilon^{2}$, which means

$$
\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{1}}\right\|_{F}^{2}=\left\|W_{2}^{\top} \cdots W_{L}^{\top} \nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)^{\top}\right\|_{F}^{2}=\left\|W_{L} \cdots W_{2}\right\|_{2}^{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)\right\|_{2}^{2} \leq \epsilon^{2}
$$

Since $\left\|w_{\text {prod }}\right\|_{2} \leq R^{L}$, we have

$$
\left\langle\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right), u^{*}\right\rangle=\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{i}\right\rangle\right)\left\langle z_{i}, u^{*}\right\rangle \leq \frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{i}\right\rangle\right) \gamma^{*} \leq-M \gamma^{*},
$$

where $-M=\max _{-R^{L} \leq x \leq R^{L}} \ell^{\prime}(x)$. Since $\ell^{\prime}$ is continuous and the domain is bounded, the maximum is attained and negative, and thus $M>0$. Therefore $\left\|\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)\right\|_{2} \geq M \gamma^{*}$, and thus $\left\|W_{L} \cdots W_{2}\right\|_{2} \leq \epsilon / M \gamma^{*}$. Since $\left\|W_{1}\right\|_{F} \leq R$, we further have $\left\|w_{\text {prod }}\right\|_{2} \leq \epsilon R / M \gamma^{*}$. In other words, after $t=1,\left\|w_{\text {prod }}\right\|_{2}$ may be arbitrarily small, which implies $\widehat{\mathcal{R}}\left(w_{\text {prod }}\right)$ can be arbitrarily close to $\widehat{\mathcal{R}}(0)$.

On the other hand, by Assumption 5.2, $\mathrm{d} \widehat{\mathcal{R}}(W) / \mathrm{d} t=-\|\nabla \widehat{\mathcal{R}}(W)\|_{F}^{2}<0$ at $t=0$. This implies that $\widehat{\mathcal{R}}(W(1))<\widehat{\mathcal{R}}(W(0))$, and for any $t \geq 1, \widehat{\mathcal{R}}(W(t)) \leq \widehat{\mathcal{R}}(W(1))<$ $\widehat{\mathcal{R}}(W(0)) \leq \widehat{\mathcal{R}}(0)$, which is a contradiction.

Since the risk is always positive, we have

$$
\begin{aligned}
\widehat{\mathcal{R}}(W(0)) & \geq \int_{t=0}^{\infty} \sum_{k=1}^{L}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{k}}\right\|_{F}^{2} \mathrm{~d} t \\
& \geq \int_{t=0}^{\infty}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{1}}\right\|_{F}^{2} \mathrm{~d} t \\
& \geq \int_{t=0}^{\infty}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{1}}\right\|_{F}^{2} \mathbb{1}\left[\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right] \mathrm{d} t \\
& \geq \int_{t=1}^{\infty}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{1}}\right\|_{F}^{2} \mathbb{1}\left[\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right] \mathrm{d} t \\
& \geq \epsilon(R)^{2} \int_{t=1}^{\infty} \mathbb{1}\left[\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right] \mathrm{d} t
\end{aligned}
$$

which implies gradient flow spends a finite amount of time in $\left\{W \mid \max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right\}$. This directly implies that $\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F}$ is unbounded.

To proceed, we need the following properties of linear networks from prior work [98, 102].

For any time $t \geq 0$ and any $1 \leq k<L$,

$$
\begin{equation*}
W_{k+1}^{\top}(t) W_{k+1}(t)-W_{k+1}^{\top}(0) W_{k+1}(0)=W_{k}(t) W_{k}^{\top}(t)-W_{k}(0) W_{k}^{\top}(0) \tag{5.2}
\end{equation*}
$$

To see this, just notice that

$$
W_{k+1}^{\top} \frac{\partial \widehat{\mathcal{R}}}{\partial W_{k+1}}=W_{k+1}^{\top} \cdots W_{L}^{\top} \nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)^{\top} W_{1}^{\top} \cdots W_{k}^{\top}=\frac{\partial \widehat{\mathcal{R}}}{\partial W_{k}} W_{k}^{\top}
$$

Taking the trace on both sides of eq. (5.2), we have

$$
\begin{equation*}
\left\|W_{k+1}(t)\right\|_{F}^{2}-\left\|W_{k+1}(0)\right\|_{F}^{2}=\left\|W_{k}(t)\right\|_{F}^{2}-\left\|W_{k}(0)\right\|_{F}^{2} . \tag{5.3}
\end{equation*}
$$

In other words, the difference between the squares of Frobenius norms of any two layers remains a constant. Together with Lemma 5.1, it implies that all $\left\|W_{k}\right\|_{F}$ are unbounded.

However, even if $\left\|W_{k}\right\|_{F}$ are large, it does not follow necessarily that $\left\|w_{\text {prod }}\right\|_{2}$ is also large. Lemma 5.2 shows that this is indeed true: for gradient flow, as $\left\|W_{k}\right\|_{F}$ get larger, adjacent layers also get more aligned to each other, which ensures that their product also has a large norm.

Given a matrix $W$, let $\|W\|_{\sigma}$ denote its top singular value (the spectral norm). For $1 \leq k \leq L$, let $\sigma_{k}, u_{k}$, and $v_{k}$ denote the first singular value, the first left singular vector, and the first right singular vector of $W_{k}$, respectively. Furthermore, define

$$
D:=\left(\max _{1 \leq k \leq L}\left\|W_{k}(0)\right\|_{F}^{2}\right)-\left\|W_{L}(0)\right\|_{F}^{2}+\sum_{k=1}^{L-1}\left\|W_{k}(0) W_{k}^{\top}(0)-W_{k+1}^{\top}(0) W_{k+1}(0)\right\|_{\sigma},
$$

which depends only on the initialization. If for any $1 \leq k<L$, it actually holds that $W_{k}(0) W_{k}^{\top}(0)=W_{k+1}^{\top}(0) W_{k+1}(0)$, then $D=0$.

Lemma 5.2. The gradient flow iterates satisfy the following properties:

- For any $1 \leq k \leq L,\left\|W_{k}\right\|_{F}^{2}-\left\|W_{k}\right\|_{\sigma}^{2} \leq D$.
- For any $1 \leq k<L,\left\langle v_{k+1}, u_{k}\right\rangle^{2} \geq 1-\left(D+\left\|W_{k+1}(0)\right\|_{\sigma}^{2}+\left\|W_{k}(0)\right\|_{\sigma}^{2}\right) /\left\|W_{k+1}\right\|_{\sigma}^{2}$.
- Suppose $\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \rightarrow \infty$, then $\left|\left\langle w_{\text {prod }} / \prod_{k=1}^{L}\left\|W_{k}\right\|_{F}, v_{1}\right\rangle\right| \rightarrow 1$.

Proof. The first claim is true for $k=L$ since $W_{L}$ is a row vector. For any $1 \leq k<L$, recall that [98, 102] give the following relation:

$$
\begin{equation*}
W_{k+1}^{\top}(t) W_{k+1}(t)-W_{k+1}^{\top}(0) W_{k+1}(0)=W_{k}(t) W_{k}^{\top}(t)-W_{k}(0) W_{k}^{\top}(0) \tag{5.4}
\end{equation*}
$$

Let $A_{k, k+1}=W_{k}(0) W_{k}^{\top}(0)-W_{k+1}^{\top}(0) W_{k+1}(0)$. By eq. (5.4) and the definition of singular vectors and singular values, we have

$$
\begin{align*}
\sigma_{k}^{2} & \geq v_{k+1}^{\top} W_{k} W_{k}^{\top} v_{k+1} \\
& =v_{k+1}^{\top} W_{k+1}^{\top} W_{k+1} v_{k+1}+v_{k+1}^{\top} A_{k, k+1} v_{k+1} \\
& =\sigma_{k+1}^{2}+v_{k+1}^{\top} A_{k, k+1} v_{k+1} \\
& \geq \sigma_{k+1}^{2}-\left\|A_{k, k+1}\right\|_{\sigma} . \tag{5.5}
\end{align*}
$$

Moreover, by taking the trace on both sides of eq. (5.4), we have

$$
\begin{align*}
\left\|W_{k}\right\|_{F}^{2}=\operatorname{tr}\left(W_{k} W_{k}^{\top}\right) & =\operatorname{tr}\left(W_{k+1}^{\top} W_{k+1}\right)+\operatorname{tr}\left(W_{k}(0) W_{k}^{\top}(0)\right)-\operatorname{tr}\left(W_{k+1}^{\top}(0) W_{k+1}(0)\right) \\
& =\left\|W_{k+1}\right\|_{F}^{2}+\left\|W_{k}(0)\right\|_{F}^{2}-\left\|W_{k+1}(0)\right\|_{F}^{2} \tag{5.6}
\end{align*}
$$

Summing eq. (5.5) and eq. (5.6) from $k$ to $L-1$, we get

$$
\begin{equation*}
\left\|W_{k}\right\|_{F}^{2}-\left\|W_{k}\right\|_{\sigma}^{2} \leq\left\|W_{k}(0)\right\|_{F}^{2}-\left\|W_{L}(0)\right\|_{F}^{2}+\sum_{k^{\prime}=k}^{L-1}\left\|A_{k^{\prime}, k^{\prime}+1}\right\|_{\sigma} \leq D \tag{5.7}
\end{equation*}
$$

Next we prove that singular vectors get aligned. Consider $u_{k}^{\top} W_{k+1}^{\top} W_{k+1} u_{k}$. On one hand, similarly to eq. (5.5), we can get that

$$
\begin{align*}
u_{k}^{\top} W_{k+1}^{\top} W_{k+1} u_{k} & =u_{k}^{\top} W_{k} W_{k}^{\top} u_{k}-u_{k}^{\top} W_{k}(0) W_{k}^{\top}(0) u_{k}+u_{k}^{\top} W_{k+1}^{\top}(0) W_{k+1}(0) u_{k} \\
& \geq u_{k}^{\top} W_{k} W_{k}^{\top} u_{k}-u_{k}^{\top} W_{k}(0) W_{k}^{\top}(0) u_{k} \\
& \geq \sigma_{k}^{2}-\left\|W_{k}(0)\right\|_{\sigma}^{2} \tag{5.8}
\end{align*}
$$

On the other hand, it follows from the definition of singular vectors and eq. (5.7) that

$$
\begin{align*}
u_{k}^{\top} W_{k+1}^{\top} W_{k+1} u_{k} & =\left\langle u_{k}, v_{k+1}\right\rangle^{2} \sigma_{k+1}^{2}+u_{k}^{\top}\left(W_{k+1}^{\top} W_{k+1}-v_{k+1} \sigma_{k+1}^{2} v_{k+1}^{\top}\right) u_{k} \\
& \leq\left\langle u_{k}, v_{k+1}\right\rangle^{2} \sigma_{k+1}^{2}+\left\|W_{k+1}\right\|_{F}^{2}-\left\|W_{k+1}\right\|_{\sigma}^{2} \\
& \leq\left\langle u_{k}, v_{k+1}\right\rangle^{2} \sigma_{k+1}^{2}+D \tag{5.9}
\end{align*}
$$

Combining eq. (5.8) and eq. (5.9), we get

$$
\begin{equation*}
\sigma_{k}^{2} \leq\left\langle u_{k}, v_{k+1}\right\rangle^{2} \sigma_{k+1}^{2}+D+\left\|W_{k}(0)\right\|_{\sigma}^{2} \tag{5.10}
\end{equation*}
$$

Similarly to eq. (5.8), we can get $\sigma_{k}^{2} \geq v_{k+1}^{\top} W_{k} W_{k}^{\top} v_{k+1} \geq \sigma_{k+1}^{2}-\left\|W_{k+1}(0)\right\|_{\sigma}^{2}$, which further
implies

$$
\begin{equation*}
\frac{\sigma_{k}^{2}}{\sigma_{k+1}^{2}} \geq 1-\frac{\left\|W_{k+1}(0)\right\|_{\sigma}^{2}}{\sigma_{k+1}^{2}} \tag{5.11}
\end{equation*}
$$

Combining eq. (5.10) and eq. (5.11), we finally get

$$
\left\langle u_{k}, v_{k+1}\right\rangle^{2} \geq 1-\frac{D+\left\|W_{k}(0)\right\|_{\sigma}^{2}+\left\|W_{k+1}(0)\right\|_{\sigma}^{2}}{\sigma_{k+1}^{2}}
$$

Regarding the last claim, first recall that since the difference between the squares of Frobenius norms of any two layers is a constant, $\max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \rightarrow \infty$ implies $\left\|W_{k}\right\|_{F} \rightarrow \infty$ for any $k$. We further have the following.

- Since $\left\|W_{k}\right\|_{F}^{2}-\left\|W_{k}\right\|_{\sigma}^{2} \leq D,\left\|W_{k}\right\|_{2} \rightarrow \infty$ for any $k$, and $W_{k} /\left\|W_{k}\right\|_{F} \rightarrow u_{k} v_{k}^{\top}$.
- Since $\left\|W_{k}\right\|_{\sigma} \rightarrow \infty,\left|\left\langle u_{k}, v_{k+1}\right\rangle\right| \rightarrow 1$.

As a result,

$$
\begin{aligned}
\left|\left\langle\frac{w_{\mathrm{prod}}}{\prod_{k=1}^{L}\left\|W_{k}\right\|_{F}}, v_{1}\right\rangle\right| & =\left|\left\langle\prod_{k=1}^{L} \frac{W_{k}}{\left\|W_{k}\right\|_{F}}, v_{1}\right\rangle\right| \\
& \rightarrow\left|\left\langle\prod_{k=1}^{L} u_{i} v_{i}^{\top}, v_{1}\right\rangle\right| \\
& \rightarrow 1
\end{aligned}
$$

QED.
Now we are ready to prove Theorem 5.1.
Proof. Suppose for some $\epsilon>0, \widehat{\mathcal{R}}(W) \geq \epsilon$ for any $t$. Then there exists some $1 \leq j \leq$ $n$ such that $\ell\left(\left\langle w_{\text {prod }}, z_{j}\right\rangle\right) \geq \epsilon$, and thus $\left\langle w_{\text {prod }}, z_{j}\right\rangle \leq \ell^{-1}(\epsilon)$. On the other hand, since $\widehat{\mathcal{R}}(W) \leq \widehat{\mathcal{R}}(0)=\ell(0), \ell\left(\left\langle w_{\text {prod }}, z_{j}\right\rangle\right) \leq n \ell(0)$, and thus $\left\langle w_{\text {prod }}, z_{j}\right\rangle \geq \ell^{-1}(n \ell(0))$. Let $-M=\max _{\ell^{-1}(n \ell(0)) \leq x \leq \ell^{-1}(\epsilon / n)} \ell^{\prime}(x)<0$, we have for any $t$,

$$
\begin{aligned}
\left\langle\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right), u^{*}\right\rangle=\frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{i}\right\rangle\right)\left\langle z_{i}, u^{*}\right\rangle & \leq \frac{1}{n} \sum_{i=1}^{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{i}\right\rangle\right) \gamma^{*} \\
& \leq \frac{1}{n} \ell^{\prime}\left(\left\langle w_{\text {prod }}, z_{j}\right\rangle\right) \gamma^{*} \\
& \leq \frac{-M \gamma^{*}}{n}<0
\end{aligned}
$$

and thus $\left\|\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)\right\|_{2} \geq M \gamma^{*} / n$.
Similar to the proof of Lemma 5.2, we can show that if $\left\|W_{k}\right\|_{F} \rightarrow \infty$,

$$
\left|\left\langle\frac{\left(W_{L} \cdots W_{2}\right)^{\top}}{\left\|W_{k}\right\|_{F} \cdots\left\|W_{2}\right\|_{F}}, v_{2}\right\rangle\right| \rightarrow 1 .
$$

In other words, there exists some $C>0$, such that when $\min _{1 \leq k \leq L}\left\|W_{k}\right\|_{F}>C$, it holds that $\left\|W_{L} \cdots W_{2}\right\|_{2} \geq\left\|W_{k}\right\|_{F} \cdots\left\|W_{2}\right\|_{F} / 2>C^{L} / 2$.

Lemma 5.1 shows that gradient flow spends finite time in $\left\{W \mid \max _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq R\right\}$ for any $R>0$. Since the difference between the squares of Frobenius norms of any two layers is a constant, gradient flow also spends a finite amount of time in $\left\{W \mid \min _{1 \leq k \leq L}\left\|W_{k}\right\|_{F} \leq C\right\}$. Now we have

$$
\begin{aligned}
& \widehat{\mathcal{R}}(W(0)) \geq \int_{t=0}^{\infty} \sum_{k=1}^{L}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{k}}\right\|_{F}^{2} \mathrm{~d} t \\
& \geq \int_{t=0}^{\infty}\left\|\frac{\partial \widehat{\mathcal{R}}}{\partial W_{1}}\right\|_{F}^{2} \mathrm{~d} t \\
&=\int_{t=0}^{\infty}\left\|W_{L} \cdots W_{2}\right\|_{2}^{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)\right\|_{2}^{2} \mathrm{~d} t \\
& \geq \int_{t=0}^{\infty}\left\|W_{L} \cdots W_{2}\right\|_{2}^{2}\left\|\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)\right\|_{2}^{2} \mathbb{1}\left[W{\left.\underset{1 \leq k \leq L}{ }\left\|W_{k}\right\|_{F}>C\right] \mathrm{d} t}\right. \\
& \geq\left(\frac{M \gamma^{*}}{n}\right)^{2}\left(\frac{C^{L}}{2}\right)^{2} \int_{t=0}^{\infty} \mathbb{1}\left[W \min _{1 \leq k \leq L}\left\|W_{k}\right\|_{F}>C\right] \mathrm{d} t \\
&=\infty
\end{aligned}
$$

which is a contradiction. Therefore $\widehat{\mathcal{R}}(\epsilon) \rightarrow 0$. This further implies $\left\|W_{k}\right\|_{F} \rightarrow \infty$, since $\widehat{\mathcal{R}}(W)$ has no finite optimum. Finally, invoking Lemma 5.2 proves the final claim of Theorem 5.1.

QED.

### 5.1.2 Margin maximization

In [31], we also proved the following result.
Theorem 5.2. Suppose Assumption 5.2 and that the support vectors span $\mathbb{R}^{d}$, for almost all data and the exponential loss or logistic loss, we have $\lim _{t \rightarrow \infty}\left|\left\langle v_{1}, \bar{u}\right\rangle\right|=1$, where $v_{1}$ is the first right singular vector of $W_{1}$. As a result, $\lim _{t \rightarrow \infty} w_{\text {prod }} / \prod_{k=1}^{L}\left\|W_{k}\right\|_{F}=\bar{u}$.

Note that Theorem 5.2 requires that the support vectors span $\mathbb{R}^{d}$; later in Section 5.2.2, we will show the same result without this condition, as a corollary of a general alignment result for deep homogeneous networks.

### 5.2 ALIGNMENT IN DEEP HOMOGENEOUS NETWORKS

In this section, we consider $L$-homogeneous networks, meaning that given any input $x$ and any positive number $c>0$, it holds that $f(x ; c W)=c^{L} f(x ; W)$. Examples include deep networks, with linear and convolutional layers, max and average pooling layers, and homogeneous activations, such as the identity activation $x \mapsto x$, ReLU activation $x \mapsto$ $\max \{0, x\}$, and more generally powers of $\operatorname{ReLU} x \mapsto \max \{0, x\}^{k}$. On the other hand, homogeneity does not allow skip connections and bias vectors. Here is a typical homogeneous network, where the activation $\sigma$ is homogeneous:

$$
x \mapsto W_{L} \sigma\left(W_{L-1} \sigma\left(\cdots \sigma\left(W_{1} x\right) \cdots\right)\right) .
$$

For simplicity, in the following we assume $f$ is twice continuously differentiable, even though we can drop this condition by assuming certain definability conditions [32].

For simplicity, we will focus on the exponential loss, and let $\mathcal{L}$ denote the unnormalized empirical risk

$$
\mathcal{L}(W):=\sum_{i=1}^{n} \ell\left(y_{i} f\left(x_{i} ; W\right)\right)=\sum_{i=1}^{n} \exp \left(-y_{i} f\left(x_{i} ; W\right)\right)=\sum_{i=1}^{n} \exp \left(-h_{i}(W)\right),
$$

where we let $h_{i}(W):=y_{i} f\left(x_{i} ; W\right)$. In the following, we will not deal with $y_{i}$ and $x_{i}$ directly, instead we will just consider $h_{i}$, which are also positive homogeneous and twice differentiable.

We consider gradient flow over $\mathcal{L}$ :

$$
\frac{\mathrm{d} W_{t}}{\mathrm{~d} t}=-\nabla \mathcal{L}\left(W_{t}\right)
$$

Note that gradient flows over $\widehat{\mathcal{R}}$ and $\mathcal{L}$ have the same path, and thus will not affect the results we prove below. We further make the following assumption on the initialization:

Assumption 5.3. The initial iterate $W_{0}$ satisfies $\mathcal{L}\left(W_{0}\right)<\ell(0)$.
Note that Assumption 5.3 is stronger than Assumption 5.2. However, we can ensure Assumption 5.3 using Theorem 5.1 or an NTK analysis.

In [32], we show the following result.

Theorem 5.3. Under Assumption 5.3, if the network is twice differentiable, then $-\nabla \mathcal{L}\left(W_{t}\right)$ and $W_{t}$ become aligned to each other, meaning the angle between $W_{t}$ and $-\nabla \mathcal{L}\left(W_{t}\right)$ converges to zero.

Previously, [103] showed that subsequences of the gradient flow converge to KKT points of the margin maximization problem. We note that alignment in Theorem 5.3 is in general a stronger notion, in that it is unclear how to prove alignment as a consequence of convergence to KKT points.

Below we first prove Theorem 5.3, and then apply it to show margin maximization for deep linear networks. For simplicity, in this section we let $\|\cdot\|$ denote the $\ell_{2}$ norm of vectors or Frobenius norm of matrices.

### 5.2.1 Proof of Theorem 5.3

We first give the following technical result.
Lemma 5.3. Suppose $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is differentiable and $L$-positively homogeneous for some $L>0$. Then $\nabla f$ is $(L-1)$-positively homogeneous: given any nonzero $x$ and $c>0$, we have

$$
\nabla f(c x)=c^{L-1} \nabla f(x)
$$

If $\nabla f$ is also differentiable, then for any $c>0$, it holds that

$$
\nabla^{2} f(c x)=c^{L-2} \nabla^{2} f(x)
$$

Moreover, there exists $K_{\sigma}>0$ such that for any $\|x\|=1$, it holds that $\left\|\nabla^{2} f(x)\right\|_{\sigma} \leq K_{\sigma}$.
Proof. By definition,

$$
\lim _{\|y\| \downarrow 0} \frac{f(x+y)-f(x)-\langle\nabla f(x), y\rangle}{\|y\|}=0 .
$$

On the other hand, by homogeneity,

$$
f(c x+z)-f(c x)-\left\langle c^{L-1} \nabla f(x), z\right\rangle=c^{L}\left(f\left(x+\frac{z}{c}\right)-f(x)-\left\langle\nabla f(x), \frac{z}{c}\right\rangle\right) .
$$

Therefore

$$
\lim _{\|z\| \downarrow 0} \frac{f(c x+z)-f(c x)-\left\langle c^{L-1} \nabla f(x), z\right\rangle}{\|z\|}=c^{L-1} \lim _{\|z\| \downarrow 0} \frac{f\left(x+\frac{z}{c}\right)-f(x)-\left\langle\nabla f(x), \frac{z}{c}\right\rangle}{\|z / c\|}=0
$$

which proves the claim. The homogeneity of $\nabla^{2} f$ when it exists can be proved in the same way.

To get $K_{\sigma}$, note that for any $\|x\|=1$, there exists an open neighborhood $U_{x}$ of $x$ on which $\nabla f$ is $K_{x}$-Lipschitz continuous, and thus the spectral norm of $\nabla^{2} f$ is bounded by $K_{x}$. All the $U_{x}$ form an open cover of the compact unit sphere, and thus has a finite subcover, which implies the claim.

QED.
We also define the following quantities, which will be useful in our analysis. Let

$$
\alpha(W):=\ell^{-1}(\mathcal{L}(W))=-\ln (\mathcal{L}(W)), \quad \text { and } \quad \beta(W):=\frac{\langle W, \nabla \alpha(W)\rangle}{L}
$$

Lemma 5.4. If $\mathcal{L}(W)<\ell(0)$, it holds that

$$
0<\alpha(W) \leq \min _{1 \leq i \leq n} h_{i}(W) \leq \beta(W) \leq \alpha(W)+\ln (n)
$$

Proof. Note that $\alpha(W)=-\ln (\mathcal{L}(W))>-\ln (\ell(0))=0$. Moreover,

$$
\beta(W)=\frac{1}{L} \sum_{i=1}^{n} \frac{\exp \left(-h_{i}(W)\right)}{\sum_{i^{\prime}=1}^{n} \exp \left(-h_{i^{\prime}}(W)\right)}\left\langle W, \nabla h_{i}(W)\right\rangle=\sum_{i=1}^{n} \frac{\exp \left(-h_{i}(W)\right)}{\sum_{i^{\prime}=1}^{n} \exp \left(-h_{i^{\prime}}(W)\right)} h_{i}(W),
$$

where we use Euler's homogeneous function theorem. Therefore

$$
\alpha(W)=-\ln \left(\sum_{i=1}^{n} \exp \left(-h_{i}(W)\right)\right) \leq \min _{1 \leq i \leq n} h_{i}(W) \leq \beta(W)
$$

Finally, since the ln-sum-exp function is convex, we have

$$
\begin{aligned}
\ln (n)+\alpha(W) & =\ln \left(\sum_{i=1}^{n} \exp (0)\right)-\ln \left(\sum_{i=1}^{n} \exp \left(-h_{i}(W)\right)\right) \\
& \geq \sum_{i=1}^{n} \frac{\exp \left(-h_{i}(W)\right)}{\sum_{i^{\prime}=1}^{n} \exp \left(-h_{i^{\prime}}(W)\right)} h_{i}(W)=\beta(W) .
\end{aligned}
$$

QED.
Next we estimate various quantities using Lemmas 5.3 and 5.4.
Lemma 5.5. For any $W$ which satisfies $\mathcal{L}(W)<\ell(0)$, it holds that $\beta(W) /\|W\|^{L}$ and $\|\nabla \alpha(W)\| /\|W\|^{L-1}$ are bounded.

Proof. Since $h_{i}(W)$ is continuous, it is bounded on the unit sphere. Because it is $L$-positively homogeneous, $h_{i}(W) /\|W\|^{L}$ is bounded on $\mathbb{R}^{k}$. Lemma 5.4 implies that $\beta(W)-\ln (n) \leq$ $\alpha(W) \leq \min _{1 \leq i \leq n} h_{i}(W)$, and it follows that $\beta(W) /\|W\|^{L}$ is bounded.

Recall that

$$
\nabla \alpha(W)=\sum_{i=1}^{n} \frac{\exp \left(-h_{i}(W)\right)}{\sum_{i^{\prime}=1}^{n} \exp \left(-h_{i^{\prime}}(W)\right)} \nabla h_{i}(W)
$$

Moreover, Lemma 5.3 implies that all $\left\|\nabla h_{i}(W)\right\| /\|W\|^{L-1}$ are bounded. Consequently, $\|\nabla \alpha(W)\| /\|W\|^{L-1}$ is bounded.

QED.
Next we define the following quantity $\mathcal{J}$; it generalizes the dual objective in the linear case (cf. Section 2.2), and is crucial in our analysis.

$$
\begin{equation*}
\mathcal{J}(W):=\frac{\|\nabla \alpha(W)\|^{2}}{\|W\|^{2 L-2}} \tag{5.12}
\end{equation*}
$$

Lemma 5.6. For any $W$ satisfying $\mathcal{L}(W)<\ell(0)$,

$$
\langle\nabla \mathcal{J}(W),-\nabla \mathcal{L}(W)\rangle \leq K \mathcal{L}(W)\|W\|^{L-2} \sin (\theta)^{2}
$$

for some constant $K>0$, where $\theta$ denotes the angle between $W$ and $-\nabla \mathcal{L}(W)$.
Proof. For simplicity, let $\pi(\xi):=-\ln \left(\sum_{i=1}^{n} \exp \left(-\xi_{i}\right)\right)$. It holds that $\pi$ is concave, and

$$
\begin{equation*}
\nabla \alpha(W)=\sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} \nabla h_{i}(W) \tag{5.13}
\end{equation*}
$$

Since $\nabla h_{i}$ are also differentiable at $W$, we have

$$
\begin{equation*}
\nabla^{2} \alpha(W)=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{\partial^{2} \pi}{\partial h_{i} \partial h_{j}} \nabla h_{i}(W) \nabla h_{j}(W)^{\top}\right)+\sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} \nabla^{2} h_{i}(W) . \tag{5.14}
\end{equation*}
$$

On the other hand, let $\widetilde{W}=W /\|W\|$, we have

$$
\begin{aligned}
\nabla \mathcal{J}(W) & =\frac{2 \nabla^{2} \alpha(W) \nabla \alpha(W)}{\|W\|^{2 L-2}}-\frac{\|\nabla \alpha(W)\|^{2}}{\|W\|^{4 L-4}} \cdot(2 L-2)\|W\|^{2 L-3} \widetilde{W} \\
& =\frac{2 \nabla^{2} \alpha(W) \nabla \alpha(W)}{\|W\|^{2 L-2}}-\frac{(2 L-2)\|\nabla \alpha(W)\|^{2}}{\|W\|^{2 L}} W
\end{aligned}
$$

and thus

$$
\begin{align*}
& \frac{\|W\|^{2 L}}{2} \frac{\langle\nabla \mathcal{J}(W),-\nabla \mathcal{L}(W)\rangle}{\mathcal{L}(W)} \\
= & \frac{\|W\|^{2 L}}{2}\langle\nabla \mathcal{J}(W), \nabla \alpha(W)\rangle \\
= & \|W\|^{2} \nabla \alpha(W)^{\top} \nabla^{2} \alpha(W) \nabla \alpha(W)-(L-1)\|\nabla \alpha(W)\|^{2}\langle W, \nabla \alpha(W)\rangle . \tag{5.15}
\end{align*}
$$

Comparing eqs. (5.14) and (5.15), first note that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^{2} \pi}{\partial h_{i} \partial h_{j}} \nabla \alpha(W)^{\top} \nabla h_{i}(W) \nabla h_{j}(W)^{\top} \nabla \alpha(W) \leq 0
$$

since $\pi$ is concave. Moreover by eq. (5.13),

$$
\langle W, \nabla \alpha(W)\rangle=\sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}}\left\langle W, \nabla h_{i}(W)\right\rangle=L \sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} h_{i}(W) .
$$

Therefore eq. 5.15 is upper bounded by

$$
\begin{equation*}
\|W\|^{2} \sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} \nabla \alpha(W)^{\top} \nabla^{2} h_{i}(W) \nabla \alpha(W)-L(L-1)\|\nabla \alpha(W)\|^{2} \sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} h_{i}(W) . \tag{5.16}
\end{equation*}
$$

Let $\nabla_{r} \alpha(W)$ and $\nabla_{\perp} \alpha(W)$ denote the radial and spherical part of $\nabla \alpha(W)$. Let $\theta$ denote the angle between $W$ and $\nabla \alpha(W)$. Lemma 5.4 and the definition of $\beta(W)$ imply that

$$
\langle W, \nabla \alpha(W)\rangle=L \beta(W)>0
$$

and thus $\theta$ is between 0 and $\pi / 2$. Now Lemma 5.3 implies that

$$
\begin{align*}
\|W\|^{2} \nabla_{r} \alpha(W)^{\top} \nabla^{2} h_{i}(W) \nabla_{r} \alpha(W) & =\cos (\theta)^{2}\|\nabla \alpha(W)\|^{2} W^{\top} \nabla^{2} h_{i}(W) W \\
& =\cos (\theta)^{2}\|\nabla \alpha(W)\|^{2} \cdot L(L-1) h_{i}(W) \\
& \leq\|\nabla \alpha(W)\|^{2} \cdot L(L-1) h_{i}(W) \tag{5.17}
\end{align*}
$$

Moreover,

$$
\begin{aligned}
2\|W\|^{2} \nabla_{\perp} \alpha(W)^{\top} \nabla^{2} h_{i}(W) \nabla_{r} \alpha(W) & =2\|W\|\|\nabla \alpha(W)\| \cos (\theta)\left\langle\nabla_{\perp} \alpha(W), \nabla^{2} h_{i}(W) W\right\rangle \\
& =2(L-1)\|W\|\|\nabla \alpha(W)\| \cos (\theta)\left\langle\nabla_{\perp} \alpha(W), \nabla h_{i}(W)\right\rangle
\end{aligned}
$$

and thus by the definition of $\beta(W)$,

$$
\begin{align*}
& 2\|W\|^{2} \sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} \nabla_{\perp} \alpha(W)^{\top} \nabla^{2} h_{i}(W) \nabla_{r} \alpha(W) \\
= & 2(L-1)\|W\|\|\nabla \alpha(W)\| \cos (\theta)\left\langle\nabla_{\perp} \alpha(W), \nabla \alpha(W)\right\rangle \\
= & 2(L-1)\|W\|\|\nabla \alpha(W)\|^{3} \cos (\theta) \sin (\theta)^{2} \\
= & 2 L(L-1)\|\nabla \alpha(W)\|^{2} \sin (\theta)^{2} \beta(W) . \tag{5.18}
\end{align*}
$$

In addition, Lemma 5.3 ensures that $\left\|\nabla^{2} f\right\|_{\sigma}$ has a uniform bound $K_{\sigma}$ on the unit sphere, therefore

$$
\begin{align*}
\|W\|^{2} \sum_{i=1}^{n} \frac{\partial \pi}{\partial h_{i}} \nabla_{\perp} \alpha(W)^{\top} \nabla^{2} h_{i}(W) \nabla_{\perp} \alpha(W) & \leq\|W\|^{2}\|\nabla \alpha(W)\|^{2} \sin (\theta)^{2} \cdot K_{\sigma}\|W\|^{L-2} \\
& =K_{\sigma}\|W\|^{L}\|\nabla \alpha(W)\|^{2} \sin (\theta)^{2} \tag{5.19}
\end{align*}
$$

Combining eqs. (5.15) to (5.19) gives

$$
\frac{\langle\nabla \mathcal{J}(W),-\nabla \mathcal{L}(W)\rangle}{\mathcal{L}(W)} \leq \frac{4\left(K_{\sigma}\|W\|^{L}+L(L-1) \beta(W)\right)\|\nabla \alpha(W)\|^{2}}{\|W\|^{2 L}} \sin (\theta)^{2}
$$

Invoking Lemma 5.5 then gives

$$
\langle\nabla \mathcal{J}(W),-\nabla \mathcal{L}(W)\rangle \leq-K \mathcal{L}(W)\|W\|^{L-2} \sin (\theta)^{2}
$$

for some constant $K>0$. QED.

To continue, we need a little more notation. Let $\tilde{\alpha}(W):=\frac{\alpha(W)}{\|W\|^{L}}$. Next we note that the gradients of $\alpha$ and $\tilde{\alpha}$ are strongly related.

Lemma 5.7. For any nonzero $W \in \mathbb{R}^{k}$, we have

$$
\nabla_{r} \tilde{\alpha}(W)=L \frac{\beta(W)-\alpha(W)}{\|W\|^{L+1}} \widetilde{W}, \quad \text { and } \quad \nabla_{\perp} \tilde{\alpha}(W)=\frac{\nabla_{\perp} \alpha(W)}{\|W\|^{L}}
$$

Moreover,

$$
\frac{\mathrm{d} \tilde{\alpha}_{t}}{\mathrm{~d} t}=\left\|\nabla_{r} \tilde{\alpha}\left(W_{t}\right)\right\|\left\|\nabla_{r} \mathcal{L}\left(W_{t}\right)\right\|+\left\|\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right)\right\|\left\|\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\|
$$

Proof. Note that given $W \neq 0, \alpha$ is differentiable at $W$ if and only if $\tilde{\alpha}$ is differentiable at
$W$, and when both gradients exist,

$$
\nabla \tilde{\alpha}(W)=\frac{\nabla \alpha(W)}{\|W\|^{L}}-\frac{\alpha(W) \cdot L\|W\|^{L-1} \widetilde{W}}{\|W\|^{2 L}}=\frac{\nabla \alpha(W)}{\|W\|^{L}}-L \frac{\alpha(W) \widetilde{W}}{\|W\|^{L+1}}
$$

The first claim of Lemma 5.7 then follows from the definition of $\beta(W)$. The second claim is trivial. For the final claim, note that

$$
\frac{\mathrm{d} \tilde{\alpha}\left(W_{t}\right)}{\mathrm{d} t}=\left\langle\nabla \tilde{\alpha}\left(W_{t}\right),-\nabla \mathcal{L}\left(W_{t}\right)\right\rangle=\left\langle\nabla_{r} \tilde{\alpha}\left(W_{t}\right),-\nabla_{r} \mathcal{L}\left(W_{t}\right)\right\rangle+\left\langle\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right),-\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\rangle
$$

By Lemma 5.4 and the first claim of Lemma 5.7, both $\left\langle\nabla_{r} \tilde{\alpha}\left(W_{t}\right), \widetilde{W}_{t}\right\rangle$ and $\left\langle-\nabla_{r} \mathcal{L}\left(W_{t}\right), \widetilde{W}_{t}\right\rangle$ are nonnegative, and thus

$$
\left\langle\nabla_{r} \tilde{\alpha}\left(W_{t}\right),-\nabla_{r} \mathcal{L}\left(W_{t}\right)\right\rangle=\left\|\nabla_{r} \tilde{\alpha}\left(W_{t}\right)\right\|\left\|\nabla_{r} \mathcal{L}\left(W_{t}\right)\right\|
$$

The second claim of Lemma 5.7 also implies that $\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right)$ and $-\nabla_{\perp} \mathcal{L}\left(W_{t}\right)$ point to the same direction, and thus

$$
\left\langle\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right),-\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\rangle=\left\|\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right)\right\|\left\|\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\|
$$

QED.
Next we control $\theta_{t}$, the angle between $W_{t}$ and $-\nabla \mathcal{L}\left(W_{t}\right)$, using Lemma 5.7.
Lemma 5.8. If $\mathcal{L}\left(W_{0}\right)<\ell(0)$, then it holds that

$$
\int_{0}^{\infty} \mathcal{L}\left(W_{t}\right)\left\|W_{t}\right\|^{L-2} \tan \left(\theta_{t}\right)^{2} \mathrm{~d} t<\infty
$$

Proof. Lemma 5.7 implies that

$$
\frac{\mathrm{d} \tilde{\alpha}_{t}}{\mathrm{~d} t} \geq\left\|\nabla_{\perp} \tilde{\alpha}\left(W_{t}\right)\right\|\left\|\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\|=\frac{\left\|\nabla_{\perp} \alpha\left(W_{t}\right)\right\|\left\|\nabla_{\perp} \mathcal{L}\left(W_{t}\right)\right\|}{\left\|W_{t}\right\|^{L}}=\frac{\mathcal{L}\left(W_{t}\right)\left\|\nabla_{\perp} \alpha\left(W_{t}\right)\right\|^{2}}{\left\|W_{t}\right\|^{L}}
$$

and moreover $\left\|\nabla_{\perp} \alpha\left(W_{t}\right)\right\|=\left\|\nabla_{r} \alpha\left(W_{t}\right)\right\| \tan \left(\theta_{t}\right)=\frac{L \beta\left(W_{t}\right)}{\left\|W_{t}\right\|} \tan \left(\theta_{t}\right)$, therefore

$$
\frac{\mathrm{d} \tilde{\alpha}_{t}}{\mathrm{~d} t} \geq \mathcal{L}\left(W_{t}\right) \cdot L^{2} \tan \left(\theta_{t}\right)^{2} \frac{\beta\left(W_{t}\right)^{2}}{\left\|W_{t}\right\|^{L+2}}
$$

Since $\tilde{\alpha}_{t}$ is monotonically nondecreasing with a limit $a$ [103, Theorem 4.1], it also follows that $\beta\left(W_{t}\right) /\left\|W_{t}\right\|^{L} \geq \tilde{\alpha}\left(W_{t}\right) \geq \tilde{\alpha}\left(W_{0}\right)>0$, and the proof is finished.

QED.

Now we can prove Theorem 5.3.
Proof of Theorem 5.3. Fix an arbitrary $\epsilon \in(0,1)$, and let $\mathcal{J}_{t}$ denote $\mathcal{J}\left(W_{t}\right)$. Recall that $\lim _{t \rightarrow \infty} \alpha\left(W_{t}\right) /\left\|W_{t}\right\|^{L}=a$. Lemma 5.4 then implies $\lim _{t \rightarrow \infty} \beta\left(W_{t}\right) /\left\|W_{t}\right\|^{L}=a$, and thus we can find $t_{1}$ such that for any $t>t_{1}$,

$$
\begin{equation*}
a\left(1-\frac{\epsilon}{6}\right)<\frac{\beta\left(W_{t}\right)}{\left\|W_{t}\right\|^{L}}=\frac{1}{L}\left\langle\frac{\nabla \alpha\left(W_{t}\right)}{\left\|W_{t}\right\|^{L-1}}, \frac{W_{t}}{\left\|W_{t}\right\|_{F}}\right\rangle<a\left(1+\frac{\epsilon}{6}\right) . \tag{5.20}
\end{equation*}
$$

Moreover, Lemmas 5.6 and 5.8 imply that there exists $t_{2}$ such that for any $t^{\prime}>t>t_{2}$,

$$
\begin{equation*}
\mathcal{J}_{t^{\prime}}-\mathcal{J}_{t}<\left(\frac{a L \epsilon}{6}\right)^{2} \tag{5.21}
\end{equation*}
$$

[103, Corollary C.10] implies that there exists $t_{3}>\max \left\{t_{1}, t_{2}\right\}$ such that

$$
\begin{equation*}
\frac{1}{\cos \left(\theta_{t_{2}}\right)^{2}}-1<\frac{\epsilon}{3}, \quad \text { and thus } \quad \frac{1}{\cos \left(\theta_{t_{2}}\right)}<1+\frac{\epsilon}{6} \tag{5.22}
\end{equation*}
$$

We claim that $\delta_{t}<1+\epsilon$ for any $t>t_{3}$.
To see this, note that eqs. 5.20) and 5.22) imply

$$
\sqrt{\mathcal{J}_{t_{2}}}=\frac{\left\|\nabla \alpha\left(W_{t_{2}}\right)\right\|}{\left\|W_{t_{2}}\right\|^{L-1}}<a L\left(1+\frac{\epsilon}{6}\right) \frac{1}{\cos \left(\theta_{t_{2}}\right)}<a L\left(1+\frac{\epsilon}{6}\right)^{2}<a L\left(1+\frac{\epsilon}{2}\right) .
$$

Moreover, using eq. (5.21), for any $t>t_{2}$,

$$
\sqrt{\mathcal{J}_{t}}=\sqrt{\mathcal{J}_{t_{2}}+\mathcal{J}_{t}-\mathcal{J}_{t_{2}}}<\sqrt{\mathcal{J}_{t_{2}}+\left(\frac{\gamma L \epsilon}{6}\right)^{2}}<\sqrt{\mathcal{J}_{2}}+\frac{a L \epsilon}{6}<a L\left(1+\frac{2 \epsilon}{3}\right)
$$

and thus

$$
\frac{1}{\cos \left(\theta_{t}\right)}=\frac{\sqrt{\mathcal{J}_{t}}}{L \beta\left(W_{t}\right) /\left\|W_{t}\right\|^{L}}<\frac{a L(1+2 \epsilon / 3)}{a L(1-\epsilon / 6)}<1+\epsilon
$$

Since $\epsilon$ is arbitrary, we have $\lim _{t \rightarrow \infty} \theta_{t}=0$.
QED.

### 5.2.2 Application to deep linear networks

Recall that Theorem 5.1 implies $w_{\text {prod }}$ becomes aligned with $v_{1}$, the top right singular vector of $W_{1}$. Moreover, since $W_{1}$ and $\partial \mathcal{L} / \partial W_{1}$ become aligned as ensured by Theorem 5.3, and since $\partial \widehat{\mathcal{R}} / \partial W_{1}=W_{2}^{\top} \cdots W_{L}^{\top} \nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)^{\top}$, it follows that $v_{1}$ becomes aligned with $\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)$,
and thus $w_{\text {prod }}$ becomes aligned with $\nabla \widehat{\mathcal{R}}\left(w_{\text {prod }}\right)$. In other words, $w_{\text {prod }}$ asymptotically satisfies the duality condition of the margin maximization problem (cf. Lemma 2.3), and thus $w_{\text {prod }}$ converges to the maximum-margin predictor.

### 5.2.3 Directional convergence

Note that Theorem 5.3 only shows $W_{t}$ and $-\nabla \mathcal{L}\left(W_{t}\right)$ converges to the same direction, but it does not show if $W_{t}$ itself converges to a fixed direction, i.e., if $W_{t} /\left\|W_{t}\right\|_{F}$ converges to a fixed point over the unit sphere. This property is called "directional convergence"; it is often assumed throughout the literature [96, 104], but has only been established for linear predictors [16]. It is tricky to prove because it may still be false for highly smooth functions: for instance, the homogeneous Mexican Hat function satisfies all our assumptions except definability, and can be adjusted to have arbitrary order of continuous derivatives, but its gradient flow does not converge in direction, instead it spirals [103]. In [32], we proved directional convergence under an additional assumption of o-minimal definability which is mild and satisfied by most practical neural networks; see [32, Appendix B] for details. As mentioned above, the twice differentiability condition in Theorem 5.3 can also be replaced with definability and locally Lipschitz gradients; see [32, Section 4] for details.

### 5.3 FUTURE DIRECTIONS

In this chapter, we summarize our implicit bias results of GD on deep networks. However, these results are still not satisfactory enough: even though they are true as $t \rightarrow \infty$, it may actually take a really long time for these alignment phenomena to happen. This is in contrast to the NTK-style analysis given in Chapter 4: an NTK analysis basically only uses the power of random features at initialization, but in practice these features do change during training, and they can often be better than the random features at initialization [105]. It is very interesting to formally study how the features evolve after the initial NTK phase of training, and understand when and why they are better than random features.
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## Appendix A: Technical lemmas

Here are some technical results needed in this thesis.
Lemma A.1. Let $r, \rho>0$ be given, then

$$
\frac{2}{\rho}\left(1-e^{-r \rho}\right) \leq \int_{0}^{2 \pi} \ell_{\log }(r \rho|\cos (\theta)|) r \mathrm{~d} \theta \leq \frac{8 \sqrt{2}}{\rho}
$$

Proof. First note that by symmetry,

$$
\int_{0}^{2 \pi} \ell_{\log }(r \rho|\cos (\theta)|) r \mathrm{~d} \theta=4 \int_{0}^{\frac{\pi}{2}} \ell_{\log }(r \rho \cos (\theta)) r \mathrm{~d} \theta .
$$

On the upper bound, note that $\ell_{\log }(r \rho \cos (\theta))$ is increasing as $\theta$ goes from 0 to $\frac{\pi}{2}$, and moreover $\sin (\theta) \geq \frac{\sqrt{2}}{2}$ for $\theta \in\left(\frac{\pi}{4}, \frac{\pi}{2}\right)$, therefore
$4 \int_{0}^{\frac{\pi}{2}} \ell_{\log }(r \rho \cos (\theta)) r \mathrm{~d} \theta \leq 8 \int_{\frac{\pi}{4}}^{\frac{\pi}{2}} \ell_{\log }(r \rho \cos (\theta)) r \mathrm{~d} \theta \leq \frac{8 \sqrt{2}}{\rho} \int_{\frac{\pi}{4}}^{\frac{\pi}{2}} \ell_{\log }(r \rho \cos (\theta)) r \rho \sin (\theta) \mathrm{d} \theta$.
Also because $\ell_{\log }(z) \leq \exp (-z)$,

$$
\begin{aligned}
\int_{0}^{2 \pi} \ell_{\log }(r \rho|\cos (\theta)|) r \mathrm{~d} \theta & \leq \frac{8 \sqrt{2}}{\rho} \int_{\frac{\pi}{4}}^{\frac{\pi}{2}} \exp (-r \rho \cos (\theta)) r \rho \sin (\theta) \mathrm{d} \theta \\
& =\frac{8 \sqrt{2}}{\rho}\left(1-\exp \left(-\frac{\sqrt{2} r \rho}{2}\right)\right) \\
& \leq \frac{8 \sqrt{2}}{\rho}
\end{aligned}
$$

On the lower bound, note that $\ell_{\log }(z) \geq \frac{1}{2} \exp (-z)$ for $z \geq 0$, therefore

$$
\begin{aligned}
\int_{0}^{2 \pi} \ell_{\log }(r \rho|\cos (\theta)|) r \mathrm{~d} \theta & =4 \int_{0}^{\frac{\pi}{2}} \ell_{\log }(r \rho \cos (\theta)) r \mathrm{~d} \theta \\
& \geq 2 \int_{0}^{\frac{\pi}{2}} \exp (-r \rho \cos (\theta)) r \mathrm{~d} \theta \\
& \geq \frac{2}{\rho} \int_{0}^{\frac{\pi}{2}} \exp (-r \rho \cos (\theta)) r \rho \sin (\theta) \mathrm{d} \theta \\
& =\frac{2}{\rho}\left(1-e^{-r \rho}\right)
\end{aligned}
$$

QED.
Lemma A.2. Given $w, w^{\prime} \in \mathbb{R}^{d}$, suppose $\operatorname{Pr}_{(x, y) \sim P}(y \neq \operatorname{sign}(\langle w, x\rangle))=$ OPT. If $\|x\|_{2} \leq B$ almost surely, then

$$
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\left\langle w^{\prime}, x\right\rangle\right|\right] \leq B\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT}
$$

If $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential, and OPT $\leq \frac{1}{e}$, then

$$
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\left\langle w^{\prime}, x\right\rangle\right|\right] \leq\left(1+2 \alpha_{1}\right) \alpha_{2}\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT} \cdot \ln \left(\frac{1}{\mathrm{OPT}}\right)
$$

Proof. If $\|x\|_{2} \leq B$ almost surely, then

$$
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\left\langle w^{\prime}, x\right\rangle\right|\right] \leq B\left\|w^{\prime}\right\|_{2} \mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\right]=B\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT} .
$$

Below we assume $P_{x}$ is $\left(\alpha_{1}, \alpha_{2}\right)$-sub-exponential.
Let $\nu_{x}:=\left\langle w^{\prime}, x\right\rangle$; we first give some tail bounds for $\nu_{x}$. Since $P_{x}$ is ( $\alpha_{1}, \alpha_{2}$ )-sub-exponential, for any $t>0$, we have

$$
\operatorname{Pr}\left(\left|\left\langle\frac{w^{\prime}}{\left\|w^{\prime}\right\|_{2}}, x\right\rangle\right| \geq t\right) \leq \alpha_{1} \exp \left(-\frac{t}{\alpha_{2}}\right), \quad \text { or } \quad \operatorname{Pr}\left(\left|\nu_{x}\right| \geq t\right) \leq \alpha_{1} \exp \left(-\frac{t}{\alpha_{2}\left\|w^{\prime}\right\|_{2}}\right)
$$

Let $\mu(t):=\operatorname{Pr}\left(\left|\nu_{x}\right| \geq t\right)$. Given any threshold $\tau>0$, integration by parts gives

$$
\begin{align*}
\mathbb{E}\left[\mathbb{1}_{\left|\nu_{x}\right| \geq \tau}\left|\nu_{x}\right|\right] & =\int_{\tau}^{\infty} t \cdot(-\mathrm{d} \mu(t)) \\
& =\tau \mu(\tau)+\int_{\tau}^{\infty} \mu(t) \mathrm{d} t \leq \alpha_{1}\left(\alpha_{2}\left\|w^{\prime}\right\|_{2}+\tau\right) \exp \left(-\frac{\tau}{\alpha_{2}\left\|w^{\prime}\right\|_{2}}\right) . \tag{A.1}
\end{align*}
$$

Now let $\tau:=\alpha_{2}\left\|w^{\prime}\right\|_{2} \ln \left(\frac{1}{\mathrm{OPT}}\right)$. Note that

$$
\begin{aligned}
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\left\langle w^{\prime}, x\right\rangle\right|\right]= & \mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{\left|\nu_{x}\right| \leq \tau} \mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\nu_{x}\right|\right] \\
& +\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{\left|\nu_{x}\right| \geq \tau} \mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\nu_{x}\right|\right] .
\end{aligned}
$$

We bound the two parts separately. When $\left|\nu_{x}\right| \leq \tau$, we have
$\mathbb{E}\left[\mathbb{1}_{\left|\nu_{x}\right| \leq \tau} \mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\nu_{x}\right|\right] \leq \tau \mathbb{E}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\right]=\tau \cdot \mathrm{OPT}=\alpha_{2}\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT} \cdot \ln \left(\frac{1}{\mathrm{OPT}}\right)$.

On the other hand, when $\left|\nu_{x}\right| \geq \tau$, eq. (A.1) gives

$$
\begin{aligned}
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{\left|\nu_{x}\right| \geq \tau} \mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\nu_{x}\right|\right] & \leq \mathbb{E}\left[\mathbb{1}_{\left|\nu_{x}\right| \geq \tau}\left|\nu_{x}\right|\right] \\
& \leq \alpha_{1} \alpha_{2}\left\|w^{\prime}\right\|_{2}\left(1+\ln \left(\frac{1}{\mathrm{OPT}}\right)\right) \mathrm{OPT} \\
& \leq 2 \alpha_{1} \alpha_{2}\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT} \cdot \ln \left(\frac{1}{\mathrm{OPT}}\right)
\end{aligned}
$$

where we also use $\mathrm{OPT} \leq \frac{1}{e}$. To sum up,

$$
\mathbb{E}_{(x, y) \sim P}\left[\mathbb{1}_{y \neq \operatorname{sign}(\langle w, x\rangle)}\left|\left\langle w^{\prime}, x\right\rangle\right|\right] \leq\left(1+2 \alpha_{1}\right) \alpha_{2}\left\|w^{\prime}\right\|_{2} \cdot \mathrm{OPT} \cdot \ln \left(\frac{1}{\mathrm{OPT}}\right)
$$

QED.

